
2

SMAC: A Simplified Model of Attention and Capture in
Multi-Device Desk-Centric Environments

ZHEN LI, University of Toronto, Canada
MICHELLE ANNETT,MishMashMakers, Canada
KEN HINCKLEY,Microsoft Research, United States
DANIEL WIGDOR, University of Toronto, Canada

Prior research has demonstrated that users are increasingly employing multiple devices during daily work.
Currently, devices such as keyboards, cell phones, and tablets remain largely unaware of their role within
a user’s workflow. As a result, transitioning between devices is tedious, often to the degree that users are
discouraged from taking full advantage of the devices they have within reach. This work explores the device
ecologies used in desk-centric environments and complies the insights observed into SMAC, a simplified
model of attention and capture that emphasizes the role of user-device proxemics, as mediated by hand
placement, gaze, and relative body orientation, as well as inter-device proxemics. SMAC illustrates the potential
of harnessing the rich, proxemic diversity that exists between users and their device ecologies, while also
helping to organize and synthesize the growing body of literature on distributed user interfaces. An evaluation
study using SMAC demonstrated that users could easily understand the tenants of user- and inter-device
proxemics and found them to be valuable within their workflows.
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1 INTRODUCTION
The staggering adoption of mobile devices, such as tablets and smartphones, has enabled easy,
on-demand access to digital content anytime, anywhere [28]. This prevalence also provides new
opportunities for leveraging multiple physical devices to enable more fluid user workflows. A
significant body of work has examined interaction methods (e.g., [11, 33, 42, 57, 66, 106]) and
developed tools for building distributed user interfaces (e.g., [14, 24, 41, 62, 64, 68, 69, 105]). These
projects demonstrated how multiple devices might blend seamlessly together and allow users to
opportunistically choose preferred combinations of input and output technologies that are best
suited to a given task. Absent from past work, however, has been a unified model of how consistent
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user experiences may be developed and experienced across such devices, analogous to the inherent
model of user attention which drives window focus and input device capture in traditional desktops.
A key macro-level challenge of cross-device interaction with modern commercial platforms is

the lack of contextual information available to devices. As increasingly more users find value in
form-factors such as tablets and smartphones, they have begun to integrate these devices into their
everyday workflows. Prior work has found that many barriers exist when using such devices [78, 86].
Santosa and Wigdor [86], for example, found that while many users make extensive use of multiple
devices, users generally worked on one device at a time due to the high cost of moving information
between them. While Santosa and Wigdor’s users expressed a clear desire for more cross-device
fluidity, they relied on cloud services and email to pass information throughout their network of
devices. In such scenarios, various applications are working in concert, without an awareness that
they are being used as part of a larger workflow.

A primary mechanism for task-flow context available to an application on traditional computing
platforms is the state of the window manager’s inherent model of user attention. On desktop
computers, for example, each application window knows whether it has the current attention or
focus of the user. This window focus state composes one half of a simplified model of the user’s
attention, as described by Apple’s Human Interface Guidelines: “the foremost document or application
window that is the focus of the user’s attention is referred to as the main window” [2]. The other half
of this simplified model of attention is input capture, i.e., the application or user interface element
that is the current target of pointer and keyboard input. For example, if a user depresses a menu
item, it is presumed that the menu is now the focus of her attention, and it expands to cover-up
other content in the view.

Each application window receives callbacks from the window manager and UI toolkit whenever
the window focus or input capture changes. Because applications are typically composed of interface
controls from a common toolkit, the responses to these callbacks are consistent across the entire
system. For example, in both Windows 10 and Mac OS X, when a window loses the input capture
of the keyboard, the cursor previously displayed in that window becomes hidden and the title bar
of the application changes its visual appearance to reflect its lack of focus.
As each device within a multi-device ecosystem operates in relative isolation, with its own

information about input capture and focus, there is no unified window manager or model of
attention, unlike what is found on desktop computers. If a user stops looking at her phone and
instead begins to type on her desktop system, for example, the foreground application on the phone
receives no indication that it has lost the user’s attention, nor does the desktop application receive
any indication that it has gained the user’s attention or that it had lost it while she was looking at
the phone.
The goal of the present work is thus to propose a simplified model of attention and capture, or

SMAC, for distributed user interfaces (DUIs). As a unified interaction model, SMAC is intended
to sample the user’s attention on different devices and route messages to the user based on the
devices’ proxemic relations, providing functionality similar to the system cursor and window state
that drives the capture model of the Windows OS [70]. To develop SMAC, we reviewed past work
on DUIs, including work focused on improving developer tools and user experiences, with a focus
towards developing a model to support the desk-centric workflows found in past examinations of
user behavior [86, 98]. From the many past projects, we focused on user experiences that leveraged
the principle of proxemics [4, 29], which varied device behavior based on the user’s physical posture
with respect to the device. These past projects utilized an inherent model of user attention, and
thus proved fertile ground for developing a unified model. As we examined the literature, we also
identified that the proxemic relations between devices themselves, i.e., inter-device proxemics, was
rarely-recognized as influential to understanding the attention of the user. Thus, the key concepts
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informing the dimensions of SMAC include user-device proxemic aspects that sample the user’s
attention such as the hand placement, gaze focus, and body orientation relative to computing
devices, as well as inter-device proxemic aspects including the distance and the relative orientation
between devices.

The contribution of this work is thus threefold. First, we contribute a unified interaction model,
SMAC, that combines user- and inter-device proxemics, focusing on the interactions of a single user
in a multi-device desk-centric scenario. SMAC should enable developers to create consistent, unified
cross-device systems, and it also helps users better understand the behaviors of such a system.
Second, we built OmniDesk, a prototype system with a collection of interaction techniques that
demonstrates the utility of basing a DUI-based operating environment on the SMAC model. The
utility of this prototype serves as validation of the completeness of the model for desk-centric tasks
and should contribute to the development of interaction methods for distributed user interfaces.
Third, we conducted an evaluation study and demonstrated that, after using OmniDesk to perform
simple cross-device tasks, participants were able to understand and extrapolate the SMAC model
to other multi-device activities. It is our intention that SMAC can serve as the DUI equivalent of
the inherent model of user attention found in WIMP systems today.

2 RELATEDWORK
The areas of cross-device interaction and proxemics have received much attention within the
literature and are of most relevance to our exploration into user- and inter-device proxemics and
the design of the SMAC model. Given the abundance of physical and digital information users
have access to in their environments, prior work on information management also shaped the
development of the SMAC model.

2.1 Cross-Device Interaction
The ubiquity and availability of mobile devices has generated a surge of interest into techniques
that support cross-device interaction. Toolkits, frameworks, and connection techniques such
as Conductor [33], SurfaceLink [27], XDBrowser [75], Weave [14], SyncTap [84], Pebbles [72],
Tracko [45], CTAT [21], Augmented Surfaces [85], WatchConnect [41], Proximity Toolkit [64],
PolyChrome [3], Panelrama [105], HuddleLamp [80], Orienteer [19] and Synchronous Gestures [37,
82], have explored different ways that information can be synchronized across devices. The reader
is directed to Chong et al.’s [16] survey of interaction techniques for spontaneous device association
for a detailed review of proposed approaches, many of which inspired the inter-device dimension of
the SMAC model and interaction techniques implemented within the OmniDesk prototype system.

Many approaches for transferring data between devices involve the use of touch-screen gestures.
Nacenta et al. [74] provides a useful survey of such techniques. “United Slates” [11] used a bimanual
technique where the nondominant hand specifies the target and the dominant hand specifies the
item to transfer. Marquardt et al. [66] employed unimanual gestures such as sliding and zooming that
started on one device and terminated on another to share information. Lucero and colleagues [60]
and Nielsen et al. [76] explored the use of pinching on mobile phones (i.e., one handed, two-handed,
and two-stage) to share photos between phones. Rädle et al. [81] also utilized unimanual input but
restricted it to a single device, harnessing spatially-agnostic or spatially-aware visualizations to
transfer content between tablets. Duet [12] transferred sensor data between watch and phone based
on the context of use in a given application scenario. ActivitySpace [42] explored activity-centric
resource management across multiple devices on a large tabletop, and supported various gestures to
configure activities and visualize available resources as well as pairing information. The Unadorned
Desk [36] also augmented the physical space (on the desk) around the display as an input canvas
for the desktop, while providing no feedback or on-screen feedback, rather than feedback on the
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desk. Touch input was widely used to indicate the user’s focus on these devices, and such past work
also suggests new ways that multiple devices can work together in a desk-centric environment.

Other approaches have used peripherals to transfer data between devices. Playing off traditional
drag-and-drop techniques, Pick-and-Drop [83], Pipet [67], and Slurp [108] used handheld devices
such as a pen to pick (i.e., copy) documents from one device and drop (i.e., paste) them to another.
Stitching [39] improved this, using information from a stylus to automatically calibrate the spatial
relationship between a pair of devices. In GroupTogether [66], the tilting of one’s tablet towards
another in close proximity transferred data between them, whereas with Throw and Tilt [18] and
Touch + Interact [34], tilting and flicking were combined on a smartphone to transfer data. Other
phone-based transfer techniques have included gesturing towards the display to be transferred
to [9], tapping one’s mobile phone on a display [88, 89], or taking a photo of one’s workspace [10].
Still others have explored how the user themselves can take on the role of the transfer medium.
Within LightSpace [103], a user can cup her hands to carry data between devices. In a similar vein,
DynaWall [25] uses one’s hand as the vessel to move content from one side of a large display to
another. Turner et al. [98] took this further, using the eyes as the transfer mechanism. Gluey [92]
displayed a ‘clipboard’ in a head-mounted display and enabled fluid content migration across
devices by head movement. Although many techniques have used touch-input or an additional
peripheral, e.g., DynaWall and LightSpace [25, 103], the present work explored how the user could
be utilized as the transfer medium, supporting users as they looked, touched, or otherwise bridged
devices.

2.2 Proxemics
The field of proxemics focuses on how the distances between users can mediate interpersonal
interactions [32]. Within the context of HCI, the distance between a user and device [8, 66, 99–
101], between multiple users of a single device [90], between multiple users and their personal
devices [19, 45] and the movements, orientations, and identities between the users and devices [4,
26, 80] have been utilized to enrich interaction. One’s proximity to a device has been used, for
example, to modify the level of detail and content [21, 23, 44, 54, 63, 101], change the rendering and
abstraction of information [1, 46, 58], or enable zooming within an interface [35, 54]. When device
micro-mobility behaviors (i.e., orientation and tilt) were also utilized, a variety of collaborative cross-
device sharing techniques were possible [66]. With proxemic-aware controls, the relative distance
between smart devices and a user (who was holding a tablet) selectively revealed functionality [57].
The present work drewmost inspiration from proxemic-aware controls, which were an examination
of inter-device proxemic relationships (i.e., between the tablet and the smart device). Thus, this
work focuses not only on the relations between users and devices, but also on relations between
devices themselves. Previous work has focused on the cross-device interactions between multiple
personal devices (e.g., smartphones) based on the distance and orientation [19, 45]. Illuminated by
the explorations into the proxemics of devices [65, 66], the present work proposes that the proxemic
relationships between multiple devices of different types can provide unique opportunities when
considered within the context of a single user’s device ecology.
Another focus within the research literature has been on the size, shape, and direction of the

regions that devices occupy. Many projects have divided the interaction region into rectangular
strips in front of a device, as they enable user interest to be inferred, or have appropriated the
space immediately adjacent to a device (e.g., [13, 54, 99–101]). Others have proposed the use of
user-focused circular or oval regions to facilitate interpersonal communications (e.g., [44, 66]).
Within the present exploration, the notion of such zones is harnessed and extended such that zones
differ not only in location or function, but also based on the type of device in question.
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2.3 Paper and Digital Information Management
The need to efficiently manipulate and utilize multiple documents has become ever more prevalent
with the continued push towards the paperless office and the ease of access to digital documentation
and knowledge. Early work by Kirsh [53] highlighted users’ tendencies to arrange documents in
their environments such that they increase their success in conducting visual search tasks and
decrease the number of choices and options they have available when seeking information. In a
study of desk organization in professional office workers, Malone [61] found that environment
organization facilitated the finding and reminding of information via piling.Worker’s organizational
strategies also harnessed the spatial closeness of information to the user and frequently used office
appliances such as telephones. Sellen and Harper [91] noted the importance of piling, archiving,
placing, shifting, and so on, when it came to manipulating multiple documents, as did Hong et
al. [40], Takano et al. [95, 96], Mizrachi [71], and Bondarenko and Janssen [7]. Kidd [51] postulated
that such behaviors enable one to demonstrate the progress they have made (i.e., decreasing pile
size). The spatial organization of files also acts as a contextual cue and as a physical language that
can be manipulated by the user. Work by Cole [17] focused on the types of information utilized
throughout the day (i.e., personal work file, action information, and archive storage) and noted
that archived information was often unorganized and spatially distant from the user. Furthermore,
Sellen and Harper [91] defined notions of hot, warm, and cold documents, which demonstrated
associations to the proximity of the user. The insights from this work underscore the importance
of spatiality to cognitive processing and document management and the need to have relevant
information close to the user. When designing techniques to facilitate interaction with multiple
devices centered around a desk, as this work does, such projects underscore the importance of
considering how spatial organization and information (i.e., device) proximity can facilitate new
interaction techniques.
Others have focused on understanding how tasks are divided and distributed across multiple

devices. In videotaped observational sessions, Oulasvirta and Sumari [77] found tasks were as-
signed based on device capabilities. Similar results were found by Karlson et al. [49] using device
logging software. Grudin [30] interviewed users who had multiple monitors and found activities
were distributed across monitors by task instead of by device capabilities. Through interviews,
Dearman and Pierce [20] also found a primary/secondary device divide, but found functionality was
continually assigned and revoked across one’s device ecosystem. Interviews conducted by Santosa
and Wigdor [86] identified two new interaction patterns centered on the physical properties of a
form factor (i.e., the smartphone as a helper for quick activities such as calculation or search) and
viewer/controller metaphors (i.e., the smartphone as a remote for a presentation or a music player).
This prior work provided justification that the SMAC model would greatly benefit from utilizing
the information that can be gleaned from the relationships between devices themselves.
The vision of multi-device desk-centric environments utilized within this exploration centers

around harmonious interaction. Different methods of augmenting the desktop via projected surfaces
or tabletops have been investigated by Kane et al. [48] and Bi et al. [6]. AlthoughMyers [72] proposed
the use of handheld devices as tools to support desktop computers, the community is still lacking
knowledge about how user-and inter-device proxemic information could be used within a unified
model to improve the multi-device workflow. Thus, we analyzed barriers that still exist in current
workflows and summarized an interaction model for new and existing techniques in multi-device
desk-centric environments.
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Fig. 1. SMAC: A Simplified Model of Attention and Capture mediated by user-device proxemics (i.e., hand,
gaze, and body focus) coupled with inter-device proxemics (i.e., device distance and orientation). Using this
model, a computing device would obtain user- and inter-device proxemic states and alter its behaviors based
on this information. Details about how to build a system that follows SMAC principles are provided in Section
4. Icons ©www.easyicon.net used under CC BY-SA 3.0.

3 SMAC: A SIMPLIFIED MODEL OF ATTENTION AND CAPTURE
Inspired by existing work that identified the barriers that exist while using multiple devices in
the same workflow [78, 86], we propose SMAC, a Simplified Model of Attention and Capture to
assist in the designing of cross-device interactions in desk-centric settings (Fig. 1). SMAC is based
on a combination of traditional user-device proxemic principles, i.e., hand, gaze, and body focus,
coupled with the notion of inter-device proxemics, i.e., inter-device distance and orientation. It also
makes use of postural proxemic information to infer user intent.

We thus propose sampling the multidimensional behaviors of a user with respect to the current
device being touched, the current focus of the user’s gaze, and the current orientation of the user’s
body, to better understand the targets of her past, current, and future behavior and attention. In
addition, we propose the use of the rich information that can be gathered from the relationships
between devices themselves, i.e., distance and orientation. SMAC uses this user and device-based
information in concert to develop a unified understanding of the current state of each device in a
multi-device environment, similar to the window manager in a traditional desktop environment.
SMAC provides design guidelines of how such a system should capture and route a user’s actions
to various devices.

Although significant effort has been expended to develop interaction techniques for desk-centric
environments [6, 47, 72], the community still lacks knowledge about how these systems could be
unified into a singlemodel to increase user understandingwithin amulti-device environment. SMAC
thus contributes an interaction model that clarifies how multi-device desk-centric environments
should respond in different scenarios and the benefits that users could attain when performing
desktop computing tasks in such environments. It is our hope that SMAC will be used to design
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future DUI systems and create interaction techniques, as we have done and describe in Section 4.
Further, the transitions between different cells in the interaction model should be able to serve as
the common ‘events’ that users employ to delimit their interactions in multi-device environments,
similar to how users today understand window and keyboard focus, clicks, double-clicks, and
window size changes inWIMP environments. To this end, we provided not only the set of interaction
states, but also a description of what changes in those states might mean within a multi-device
system.

3.1 User-Device Proxemics
Users’ behaviors with respect to one another, and to devices, form the basis of the application
of proxemic principles to HCI. Traditionally, a user’s presence or distance from a device was of
interest, as in Vogel and Balakrishnan’s [100] early work with wall displays. In this early work,
the user-device relationship was mediated by four distance-based zones. When considering a
desk-centric environment, however, such distinctions are limiting as distance varies little, but focus
varies greatly. For example, a user may sit in front of a monitor with her body facing forward, type
using the keyboard in front of her, and not change her distance to the monitor while she is gazing
at a secondary document shown on a tablet to her left. In this scenario, the user would remain
within an intimate distance to the monitor [31], but change her focus from one device (i.e., monitor)
to another (i.e., tablet). In this case, the user-device proxemic relationship is mediated by focus, not
distance.
Although some focus changes could be explicit (e.g., moving or tapping on a device), others

might be implicit (e.g., turning towards another device), suggesting that it is important to detect
and understand user actions that are not primarily aimed at interacting with the system [87]. We
thus propose considering the granularity of focus that a user can have with various devices, i.e., the
present target of the user’s hands, the focus of the user’s gaze, and the area in front of the user’s
body. We describe each of these facets next.

3.1.1 Hand Focus. The location of the hand, the objects the hand is touching, or the objects the
hand is pointing to, have been long used to indicate what elements in the environment have the
users’ attention. Building on this, a device has hand focus when it is touched by the user’s hand and
is (i) being used for input (e.g., typing, writing, moving) or (ii) is in direct control by the user (e.g.,
being held for reading). Thus, hand focus indicates the user’s direct intention to temporarily or
continually operate a device or interact within information, similar to Yoon et al.’s view of intent
with micro-mobility [106]. Because hand focus indicates input intent, when used in combination
with other foci, such as gaze or body focus, hand focus should be considered the dominant form of
focus.
In addition to input data generated by the hand being processed on the target device, there are

instances where it may be useful to forward said input to other devices (e.g., the user types on a
keyboard and the system forwards the characters to another monitor).

3.1.2 Gaze Focus. With gaze focus, the user’s eyes or head are used as a cue to indicate what
she is looking at. Therefore, a device has gaze focus when the user is looking at the device. In its
simplest form, this has been used to, for example, switch among multiple monitors while typing
on the single keyboard [22]. Gluey used gaze focus to obtain the status of the target device, e.g.,
the printing tasks of a printer [92]. Unlike hand focus, users often move their gaze focus away
from, and then quickly back towards, the primary device or document they are working with, e.g.,
to copy information, search for a relevant document, and so on. As gaze focus is less intentional
and informative for fine operations compared to hand focus (e.g., a user can get distracted and
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temporarily look away), we consider it as an indicator of the user’s attention, rather than as an
explicit input method to control a system.

Unlike prior work [22], we propose that gaze focus should serve only to specify the output target,
but not necessarily the input target. Whenever a device receives gaze focus, it should become the
major output device, thus the user should see feedback about her actions on the device. For example,
if a user is typing an email on her primary monitor, and temporarily looks over to another screen to
review a sales figure, the keyboard input should not be redirected to this second screen. However,
it could be useful to show the user what she is typing on this second screen, even as it continues to
be routed to the original input window. In this example, feedback is provided to the user about her
change in gaze focus and each input action made to the device(s) with hand focus. Thus, changes
in gaze focus are asymmetrical: they specify targets for retrieving or displaying information but are
not sufficient to redirect the target of input streams.

3.1.3 Body Focus. With body focus, the shoulders and torso of the user are used as an indicator of
attention. Devices within the area immediately in front of the user’s shoulders thus have the user’s
body focus. As it takes longer to move one’s torso than her hand or head, body focus provides a
sustained, continual clue with regards to the current intent of the user. If, for example, the user
suddenly picks up a tablet laying on a side table while keeping her body towards her primary
computing device, this may indicate that (i) use of the tablet might be for a temporary purpose and
the user may be returning it back to its original location soon or (ii) the actions invoked on the
tablet are supporting the primary task occurring on the primary computing device. On the other
hand, if the user moves the tablet in front of her body (or turns her body towards the tablet), it is
likely that she is going to use the tablet for an extended period of time and may want to transfer the
task and interactions from the primary computing device onto the tablet. Thus, body focus could
be a strong indicator of the importance of that device to the current workflow. When a device gets
body focus, for example, it could awaken and become fully operable; when it is outside of body
focus, it could show a simplified UI to help the user perform common actions.

Body focus echoes past work on hot, warm, and cold zones [91, 97], in which the user’s desk was
divided into regions based on whether documents were within, at, or outside the user’s reach. In
the present work, we propose the use of a sector-shaped area determined by the orientation-based
body focus to indicate the primary workspace, instead of using the arm reach. This allows the
zones to change in real time based on a user’s current physical arrangement.
Compared with hand or gaze focus, body focus has the least flexibility in providing fine input

to a system and conveys less information when used without other foci. As a result, it is another
indicator that, when used with gaze focus, may affect the interface of a device. In such cases, the
content will still only be modifiable when the device receives hand focus.

3.1.4 Summary. When the combination of these three foci is fully-crossed, much information can
be gained about the users’ intent without explicitly asking them (Table 1). For example, a device
which has the users’ hand, gaze, and body focus, is clearly the user’s focal device, similar to how
a user points her head and body towards a desktop computer while engaged in a focused input
task. Other combinations of foci enable for more interesting inferences. For example, if a device
gains gaze focus, but does not gain body nor hand focus, this could indicate that the user is quickly
consulting the device (e.g., checking the calendar events on the phone), while still expressing a
desire to continue to use the previous working device. The state may also indicate the user’s desire
to bring information from the working device to the target device that is being looked at (gaze
focus) or bring information back from the temporarily gaze-focused device to her current working
device. We explore combinations of these three foci, along with the inferences they could allow, in
more detail later.
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Table 1. The eight possible states of user intent based on the current hand, gaze, and body focus of a user
with relation to the devices she has in her workspace.

Gaze Focus No Gaze Focus
Body Focus No Body Focus Body Focus No Body Focus

Hand
Focus

Device content is
most relevant to the
task at hand, device
has attention and
device is accepting
input from the user.

Device content is least
relevant to the task
at hand, but device
has attention and is
accepting input from
the user.

Device content is likely
relevant to the task at
hand, device does not
currently have attention,
but device is accepting
input from the user.

Device content is least
relevant to the task at
hand, device does not
have attention, but is
accepting input from
the user.

No
Hand
Focus

Device content is rel-
evant to the task at
hand, has attention
but device is not ac-
cepting input from
the user.

Device content is least
relevant to the task
at hand, has attention
but is not accepting in-
put from the user.

Device content is less
relevant to the task at
hand, does not currently
have attention and is not
currently accepting in-
put from the user.

Device content is least
relevant to the task at
hand, does not have
attention and is not
accepting input from
the user.

3.2 Inter-Device Proxemics
Similar to traditional views of user-device relationships, the devices within multi-device environ-
ments can also be characterized by their spatial relationship, including proxemic distance and
orientation (Fig. 1). In past work, Marquardt et al. [63] proposed five inter-device proxemic dimen-
sions: location, distance, movement, orientation, and identity. These dimensions supported their
investigation into the sequential stages of a user walking towards a semi-public wall display with a
handheld device, and collaborations among users with personal devices. However, in their work,
the user’s personal device served as a proxy for the user themselves; the distance between multiple
personal devices was taken to be the distance between users, and the distance from a personal
device to a wall display was taken to be the distance of the personal device’s user from that display.
Thus, a 1:1 relationship between each user and personal device was assumed. In the environment
that formed the basis of our explorations, there is instead a one-to-many relationship between the
user and devices. We thus propose an expansion of the notion of inter-device proxemics, in which
the spatial relationship of devices is a function of the user’s placement of them, rather than an
indicator of the position of the user herself.

3.2.1 Distance. We designate devices’ relative distance by the presence or absence of physical
contact between them (adjacent or separated). Marquardt et al. [63] suggested three stages for inter-
device interactions in larger settings, including “awareness of device presence, reveal of exchangeable
content, and transfer methods”. Considering the reduced physical space at a desk, we have condensed
the first two notions. Physically touching devices together (adjacent) is a strong indicator that the
user wishes to connect two devices and share information, thus a system should respond to this
action by displaying a sharing interface and feedback about the connection. Alternatively, devices
could be separated by being placed away from each other, isolated in space. This is the natural
and default state of most devices around a user. Such devices should still be aware of each other’s
presence and location but require the user to explicitly confirm the pairing to avoid unintended
input.
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Table 2. The four states that a device could be in when considered along the dimensions of distance (separated,
adjacent) and orientation (away, towards).

Distance
Separated Adjacent

Aw
ay

Broadcasting: The lack of directional and
proximal relationships indicates that infor-
mation should be intermittently transmitted
between devices (if at all).

Expanding: The lack of a directional rela-
tionship but close proximity between de-
vices indicates that they are grouped and
should continually share information.

O
rie

nt
at
io
n

To
w
ar
ds

Aiming: The directional relationship be-
tween the devices indicates that information
should be continually transmitted from one
device to another.

Piling: The directional relationship and
close proximity between devices indicates
that they are grouped, and their information
should not only be continually shared, but
also tightly coupled.

3.2.2 Orientation. The relative orientation of devices also reveals the user’s intention to pair or
group them, similar to how people orient themselves towards another while conversing [66]. For
example, users control a TV by aiming a remote controller towards the TV, in accordance with the
direction of the lettering or symbols on the buttons. The same can be said for keyboards (i.e., the
direction of the lettering or symbols on the keys indicates the ‘front’ of the device). Mobile devices,
including phones and tablets, would use the ‘back’ camera to dictate the direction of the device.
We consider a device to be oriented away from another if it is not aimed towards it. For example,
two tablets resting next to each other face-up on the same desk (with both back cameras aiming
at the desk) are considered to be aimed away from one another. Thus, the relative proportion of
device orientation space occupied by away is much larger than that of towards.
When the user orientates a handheld device towards another device, the devices may become

linked, so that the in-hand device can control the remote device to which it is being pointed. When
a controlling device is turned away from another device, both devices should disconnect. It should
be noted that user intent can be difficult to infer in this situation, as devices might be placed at an
ambiguous orientation (e.g., ‘aiming’ at a 45-degree angle). To assist with this, the system should
consider additional context information, including the application history, and the dynamics of the
distance and intersection angle of the user’s reorientation of the device action.

3.2.3 Distance and Orientation. By coupling these two dimensions, four inter-device proxemic
states emerge: broadcasting, expanding, aiming, and piling (Table 2). We present the rules to deter-
mine each state and suggested responses or feedback for devices in each state.
Broadcasting. When devices are separated, they are likely too far from each other to be used at

the same time for the current task. When they are turned away from each other, it is likely that
the user does not intend for one to exert control over another. The combination of separated and
away creates the broadcasting state. This state is the default state for all devices in an environment
until they point towards each other or come in closer proximity to each other. Broadcasting devices
could provide feedback about nearby input devices or possible displays for output.

Prior work has explored additional ways to utilize this state. For example, Marquardt et al. [63]
explored the usage of dynamic notifications about the presence and location of nearby devices and
designed continuous proxemics-dependent stages for seamless transitions. Relate Gateways [26]
used a compass metaphor to provide mobile devices with a view of the services available on the
edges of the display.
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Expanding. When devices are adjacent but facing away from each other, they can be said to
be in a state where they are close enough that they are likely being used for the same task, but
neither one is more important or in control of the other. In essence, the devices have been grouped
via distance. This could be thought of as a modern-day equivalent of placing thematically-related
loose-leaf sheets next to each other while writing a report. When in such a state, each device should
provide the user with feedback about the devices which are nearby or the information that such
devices could share.
Placing devices side-by-side on the desk, for example, could mean that the devices should be

linked together, either for a larger, continuous workspace or to make information communally
available, as it may suggest a user’s desire to compare or share information across devices, and
use them to complete the same task together. This positioning could create a continuous space
for a single or multiple users, as demonstrated by Hinckley et al. [38], Lucero et al. [60] and Chen
et al. [11]. It also reflects the potential desire for data to be transferred across the edges of the
devices [39, 66].

Aiming. When devices are separated, yet one device is orientated towards another, they are said
to be in a state where one device is controlling or providing input to another. Inspired by how we
use traditional TV remote controllers, one device becomes the source device (e.g., remote controller)
and is used to control the other target device (e.g., TV). In such a state, users may provide input to
the source device and anticipate feedback on the target device [5, 57], or wish to operate directly
with the source device after it is connected to the target device [8, 73]. This state is especially useful
when a single input device is mapped to multiple output devices.

Others such as Chong and Gellersen [15] explored the use of this state to associate devices to
each other, i.e., pointing by approximation (e.g., an infrared beam from the TV remote controller)
or pointing with precision (e.g., a laser light that supports selection).

Piling. If devices are adjacent and facing towards each other, they are most likely being piled or
stacked. Similar to the piling that can occur with physical paper, this can be an implicit cue that
all of the information or features that are part of the pile contents are highly related. With digital
devices, the distance (adjacent) between the devices is a strong cue that a connection needs to be
established between devices, and the orientation (towards) suggests that one device is exerting
control over the others and thus functionality and information should be passed to, and available
on, the topmost device.
Like paper, devices are usually piled in the same direction (i.e., all face up or all face down).

However, because other postures such as devices piled face to face or back to back are also possible,
the user may want to group the devices within the pile by doing so. When users manually flip the
device on top or rotate the device to be perpendicular to another device in the pile, this could be
used as a further indicator of importance or intent.

3.3 Summary
As illustrated by SMAC (Fig. 1), when the factors of user- and inter-device proxemics are coupled,
they can be used to implicitly deduce user intent and thus shape interaction and feedback. This
interaction model allows developers and designers to utilize the state of the environment and
the user by harnessing the natural behavior that the user exhibits over, and exemplifies with, her
devices. The choice of user-device proxemics, i.e., hand, gaze, and body focus, reflect a continuous
design space from the most explicit touch input to implicit body orientation. Other foci including
head orientation and foot focus could be added to this model in the future, as they become more
commonplace ways to interact with devices. As for inter-device proxemics, i.e., the distance and
orientation between devices, because the area on many desks is restricted, SMAC utilizes the two
most appropriate dimensions for this area. Additional granularity within these dimensions could be
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Table 3. Summary of how existing interaction techniques from the literature fit into SMAC.

Orientation: Away Orientation: Towards
Distance: Separated

(Broadcasting)
Distance: Adjacent

(Expanding)
Distance: Separated

(Aiming)
Distance: Adjacent

(Piling)

Focus:
Hand

Conductor [33];
Gradual En-
gagement [63];
Orienteer [19];
Pebbles [72]; Relate
Gateways [26]; Sync-
Tap [84]; Tracko [45];
United Slates [11];
Weave [14]; XD-
Browser [75].

Conductor [33];
HuddleLamp [80];
JuxtaPinch [76];
Panelrama [105];
Pass-Them-
Around [60];
Stitching [39];
United Slates [11].

Code Space [9];
CTAT [21]; Group-
Together [66]; Touch
Projector [8]; Phone-
Touch [88]; Pipet [67];
Proxemic-Aware Con-
trols [57]; Proxemic In-
teraction [4]; Slurp [108];
Throw and Tilt [18].

PaperTab [97]

Focus:
Gaze

LookPoint [22];
MAGIC Point-
ing [107]; Pupil [50];
ViewPointer [93];
Gluey [92]; Gaze
Positioning [98].

Focus:
Body Chair Interaction [79]

explored if this model is extended to apply to larger or smaller spaces than the size of the average
desk. For multi-user scenarios, SMAC could be extended to include inter-user dimensions such as
F-formations [66]. Although the present exploration focused on desktop-based work, SMAC can be
extended to other situations as well. For example, in co-working or public spaces, as long as a user
is able to identify one device as her ‘primary’ device, the device and user focused facets of SMAC
would still be applicable.

As illustrated in Table 3, much of the existing work on multi-device interaction techniques
naturally fits within SMAC. Compared to prior projects that explored the broadcasting, expanding,
and aiming states, the piling state has the greatest potential to be explored further. In addition, since
most of prior projects used touch input and in-air gestures, other projects using gaze focus [22, 50,
93, 107] or body focus [79] could also be enhanced by the use of the different inter-device states. The
gaps left by prior work afford many new possibilities in terms of multi-device interaction techniques.
To further explore the newfound opportunities that focus on user- and inter-device proxemics
may have on interaction, next, we detail the design and implementation of the prototype system,
OmniDesk. The prototype system explores interaction techniques when the three user-device foci
(i.e., hand, gaze, and body focus) and four inter-device states (i.e., broadcasting, expanding, aiming
and piling state) are harnessed.

4 EXPLORING USER- AND INTER-DEVICE PROXEMICS
The main contribution of the SMAC model lies within its ability to unify and extend existing
distributed user interface interaction techniques. To better understand the interaction opportunities
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Fig. 2. Hardware configuration for our prototype system, OmniDesk. (a) Overall view of the environment,
including an L-shaped desk, an office chair, a lamp, tablets, laptop/desktop computers, and a keyboard and
mouse. (b) Six Vicon Bonita motion capture cameras mounted to the ceiling were used to track the user and
the devices. (c) The baseball cap with retro-reflective markers tracked the user’s head movement.

afforded when considering user-device proxemic states (i.e., hand, gaze, and body focus) and inter-
device proxemic states (i.e., broadcasting, expanding, aiming, and piling state), herein we explore
a collection of techniques from the literature, along with novel variants of them that make use
of the state information SMAC provides. For example, the Adjustable Reader and Device Radar
demonstrate how “United Slates” [11] and “Conductor” [33] could be enhanced by using additional
user- and inter-device proxemic states. Other techniques such as the Gaze Search and Piling Hub
reveal the benefits of combining multiple states or transitioning between states.

4.1 OmniDesk System
To realize these techniques, a prototype system, OmniDesk, was built (Fig. 2). It used six Vicon
Bonita cameras situated around a desk-based environment. The environment contained a laptop, a
secondary monitor, six tablets, a lamp, a mouse, and a keyboard. Each device in the environment
was ‘tagged’ with retroreflective markers to allow the Vicon system to triangulate the position and
orientation of each device (i.e., inter-device proxemics). As for the piling state, since the topmost
tablet usually blocks the markers of other devices underneath it, we placed additional markers
around the tablets and tracked the movement and presence or absence of the markers of every
tablet to determine every tablet’s final location. OmniDesk considers hand focus to be explicit input
on a touch screen, the keyboard keys, or the mouse. More fine-grained sensing of the hands and
fingers could be used in the future to enable additional interactions. To determine where the user
was gazing, a baseball cap was outfitted with retroreflective markers. Although the use of markers
on a baseball cap would not allow for the detection of a change in the movement of a user’s eyes,
as the current focus was gaze switching between devices, rather than the gaze movement within a
device, this abstraction was deemed acceptable. Pervasive eye-tracking solutions [50, 93], however,
could be applied in future work and provide more robust sensing results. To determine where the
user’s body was facing, a computer chair was retrofitted with a variety of retro-reflective markers.
When the user turned around to different devices in the chair, said markers allowed convenient
detection of the current body focus.
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Fig. 3. The software infrastructure of OmniDesk. i) The raw data is collected and sent to the Vicon server
via the Vicon DataStream SDK. ii) The Vicon server updates the coordinate of every object, including the
positions and rotations (Euler angles), and sends it to the Django server. iii) The Django server calculates the
user- and inter-device states of each client device. iv) Each device can retrieve the updated status information
and upload any user input data by periodically communicating with the Django server.

There are three major components in the software infrastructure: a Vicon server, a Django
server, and multiple client devices (Fig. 3). The Vicon server collects the raw positional data of each
digital and analog devices using the Vicon DataStream SDK and updates the processed position
and rotation information to the Django server via HTTP POST requests. The Django server then
calculates the user- and inter-device state information as defined by SMAC. Each client device
uploads local changes (e.g., the user’s input on the touchscreen or keyboard) directly to the Django
server and retrieves the latest user- and inter-device proxemic information from the server via
HTTP POST requests. A small subset of simulated web-applications was developed as proof-of-
concept applications, including simplified versions of Microsoft Word, Excel, and PowerPoint,
as well as a PDF reader. As web-based toolkits can provide unified framework solutions across
platforms and devices [24, 62, 75], OmniDesk used a simplified version of such architectures for
the web-applications.

4.2 Broadcasting
When the devices within one’s digital ecosystem are physically separated and pointed away from
each other, many new interactions are possible. In the four examples that follow, we explored how
this single state of inter-device information could be combined with hand-, gaze-, or body-focus to
enable new workflows and interactions.

4.2.1 Device Radar. As each device within a multi-device environment is typically isolated and
unaware of the existence or proximity of other devices, systems that have an awareness of the
capabilities of other devices can utilize inter-device distance to visualize said information [65].
Much like how the ‘hover’ state is used to preview what will happen if a user ‘clicks’ with a mouse,
device closeness and separation can provide previews of the functionality supported by other
devices.
With the Device Radar, when a device is broadcasting, it signifies the possibility and result of

increasing the proxemic coupling between devices and the user. For example, if a user receives
an email on her tablet that has a limited screen space, the tablet can display a monitor icon on
the tablet’s interface to alert the user that a more suitable device is available to compose her

Proc. ACM Hum.-Comput. Interact., Vol. 3, No. EICS, Article 2. Publication date: June 2019.



SMAC: A Simplified Model of Attention and Capture 2:15

Fig. 4. The broadcasting state and hand focus are used to enhance the experience of receiving and viewing
emails on multiple devices with the Device Radar. (a) The monitor icon (top) and the keyboard icon (bottom)
on the tablet indicates that these devices are ready for connection. (b) By tapping the “Project to Display”
button, current and future notifications on the tablet will be cast to the monitor. (c) The location of the
notification on the monitor corresponds to the physical location of the tablet.

email response (Fig. 4a). Because all OmniDesk devices continually broadcast their capabilities and
locations, the user can explicitly set up a connection between the monitor and tablet by pressing
the “Project to Display” button. Thus, all future emails that the tablet receives will appear on this
monitor in the form of a toast dialog that is located parallel to tablet’s physical location (Fig. 4c).
This example interaction is a fusion of Conductor [33] (i.e., similar devices placed in the same

location provided the user with the opportunity to increase coupling via the on-screen user in-
terface), United Slates [11] and Relate Gateways [26] (i.e., devices show dynamic icons along the
edge of a display to indicate the presence and location of other devices in close proximity). The
Device Radar harnesses the inter-device information attained from the broadcasting state to provide
environmental device awareness and utilizes the user-device hand focus state to create a connection
between the two devices, much like Conductor. It goes one step further, however, in that it visualizes
the relationship between the tablet and monitor, similar to United Slates and Relate Gateways, to
provide the user with persistent feedback about the connection.

4.2.2 Gaze Copy and Gaze Search. As users are quite comfortable using their eyes to indicate a
target or area for their actions, instead of using their eyes to point [22], such information can be
combined with the information from the inter-device broadcasting state to create natural selection
and copying behaviors. In addition, hand focus has also been found helpful to trigger or confirm
the gaze-input action [92, 98].
In the OmniDesk system, if a user wishes to copy content from one device to another, she can

use a combination of gaze and hand focus actions (i.e., Gaze Copy; Fig. 5). With this procedure,
the user first clicks or taps on the title bar of the application (hand focus; Fig. 5a). She then selects
the target device by gazing at it (gaze focus; Fig. 5b) while receiving real-time visual feedback and
finally confirms her intention by releasing the mouse or her finger (hand focus; Fig. 5c). With the
Gaze Copy, users themselves can act as a clipboard, internalizing the movement of content across
devices via their gaze and externalizing the selection and pasting of said content via hand focus. By
harnessing our natural desire to use our eyes to look at targets and output devices, the user can
create copies on multiple devices without needing to physically drag content across devices.
In addition, the user can perform gaze-directed search by selecting a keyword on the current

device using the mouse or a finger (i.e., Gaze Search; Fig. 5d). To not interfere with the current
content on the primary device being used, the user can gaze towards any other device in her
environment to invoke a search. Search results from online websites, as well as the devices that are
broadcasting in the workspace, are displayed in a split view on this target device. To enable the user
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Fig. 5. Illustration of the broadcasting state and gaze focus. With the Gaze Copy, the user long clicks on
the title bar of the original application window (a1/a2). The user then looks at the target tablet and the
red indicator shows that this device currently has gaze focus (b1/b2). As the user releases the mouse, the
application is copied to the target device (c1/c2). With the Gaze Search, the user selects a keyword with the
mouse and looks at the target monitor to perform a gaze-directed search (d1). Results from online websites
(left) and the local workspace (right) are presented using a split view (d2).

Fig. 6. Illustration of the broadcasting state and gaze and body focus with the Gaze Search. (a) There are two
tablets in front of the user, which have body focus (red box), and the other two tablets do not have body focus
(yellow box). (b) In the searching result, the found document that has body focus (red arrow) is displayed on
top with different styles to help the user distinguish between them.

to browse through the search results, OmniDesk automatically redirects the mouse (or finger) input
to this target device (hand focus). Because the search results come from the aggregation of many
device-specific searches, when the user selects a search result that came from another device in the
workspace, the corresponding device will blink to assist the user in finding it on her desk. This
feedback is helpful when the device may not be within reach or when the device may be partially
hidden under papers or other devices. With the Gaze Search, the user can internalize the selection
of the device to search on by looking at it and externalizing the specification of the search terms
via hand focus.

The Gaze Search can be further extended by integrating gaze and body focus information. For
example, if documents or devices are within one’s body focus but separated from the primary
device, OmniDesk can infer that these documents or devices are relevant to the current task. Thus,
search results that come from devices with body focus could be displayed higher in the result list
(Fig. 6). This is an example of combining the three user-device foci: the user first selects the search
terms (hand focus), then invokes the search on the target display (gaze focus) where the results are
organized by body focus, and finally browses and acts on the results (hand focus).
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Fig. 7. Illustration of the broadcasting state with the Digital Labels. (a) A label is created manually. (b) Labels
are automatically created for tablets in the same pile. (c) By tapping on one label, other devices with the same
label blink.

Fig. 8. The Summary View technique combines body focus with the broadcasting state. (a) Devices without
body focus display the summary view, which includes a large title and panels that use color to illustrate the
last application that was used. (b) When the user grabs a tablet and (c) places it in front of his body, this
device has body focus and displays the original content, unchanged.

4.2.3 Digital Labels. Chen et al. implemented a “tagging” system, where tablets in the same pile
could be automatically tagged to make use of the user’s spatial memory to organize documents [11].
Inspired by Chen et al.’s work, along with how people create tags and categorize documents using
physical sticky notes, we implemented the Digital Labels (Fig. 7). With these labels, the user can
manually create a label on one device and tap on other devices to assign this new label. Labels
can also be automatically generated for documents within the same pile (Fig. 7b). When a pile of
documents is distributed on the desk, the user can find documents that were once in the same
pile by tapping on one label - all nearby devices with the same label will start blinking (Fig. 7c).
Similarly, by broadcasting recent changes to nearby devices, different copies of the same document
can stay synchronized. Thanks to the broadcasting state and hand focus, this technique provides
better connectivity and supports convenient navigation compared to traditional printed documents.

4.2.4 Summary View. As we naturally orient our bodies towards information and stimuli that
have our attention, the Summary View technique utilizes the direction of one’s torso (body focus),
in combination with the broadcasting state of devices, to allow users to visually scan the devices
in their environment. This usage of body focus was inspired by Schmidt’s [87] vision of Implicit
HCI - the OmniDesk system uses body focus as an indicator of the devices that the user may soon
interact with and modulates the output on such devices accordingly.
Within the Summary View technique, the information displayed on a device’s screen changes

based on the current state of the user’s body focus. Devices within one’s body focus display the
last content that the user interacted with, in an unaltered view. Devices outside one’s body focus,
however, display a summary of the on-screen content, using a larger title size and colored panels
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Fig. 9. Illustrations of the expanding state with the Adjustable Reader and Enhanced Adjustable Reader.
(a) Adjustable Reader: Placing the tablet adjacent to another creates a continuous space. (b) Devices with
different display orientations (portrait or landscape) are assigned with different types of content. (c) Enhanced
Adjustable Reader with gaze focus: the red indicator appears when the device receives gaze focus, causing
the notifications for this group of devices to be aggregated and displayed here.

to illustrate the last application that was in use (Fig. 8a). With these visualizations, the user can
scan her environment to find a needed document by glancing at the summary views. If a desired
document is found, the user can pick up the device or turn her body towards it. Picking up the device
will display the entire document or application (unaltered view) and enable the device to receive
input (hand focus). Turning one’s body towards the device will show the unaltered view because
the device has body focus but will not enable input. To avoid interruption, this body-based mode
switching technique can be canceled, by tapping on the screen to temporally hide the summary
view.

4.3 Expanding
When devices are located close to each other, yet are oriented away from each other, this is a
reasonably clear indication that the devices should or do share some link, whether thematically in
terms of content or functionally in terms of device characteristics. Next, we examine four techniques
that harness the information that nearby, grouped devices afford.

4.3.1 Adjustable Reader and Enhanced Adjustable Reader. As it is common for users to spread paper
documents on their desks to compare information across pages, the Adjustable Reader technique
bootstraps such behavior. With the Adjustable Reader, whenever the user moves devices close to
each other such that they are physically touching along one side, the currently viewed document
will be visualized across all of the devices that are touching (Fig. 9a), similar to Chen et al. [11]’s
“multi-page view” for tablets. In addition, the physical closeness of tablets can assign different
types of content based on a device’s status. For example, the user can view tables and figures on
a landscape tablet and text on adjacent portrait tablets (Fig. 9b), while all three tablets remain
synchronized and display the same article. A green sidebar is displayed on each ‘expanded’ device
to indicate that an expanding connection has been formed with the other devices. Similar feedback
features have been previously explored in prior work [11, 33, 105].
Although the inter-device expanding state has been explored in the literature, it has not made

use of any of the user-device states that are equally important to consider. The fusing of gaze and
body focus could extend this technique even further. With the Enhanced Adjustable Reader, when
a user is working with devices that are in the expanding state, the notifications generated by each
of these devices can be aggregated and propagated to the device that currently has gaze focus (Fig.
9c). This would be useful when using larger connected devices, or an array of smaller connected
devices; in both situations, it is likely that the large ‘display’ created by joining all these devices
may result in some content falling out of view, and the Enhanced Adjustable Reader could make
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Fig. 10. Illustration of the expanding state and body focus with the Enhanced Adjustable Reader. (a) The
devices present regular views if they have body focus and are ready for further interaction in the expanding
state. (b) The devices present a summary view without body focus, which reveals their current expanding
state.

Fig. 11. Illustrations of the expanding state with: (a) the Expanded Keyboard, which creates a soft keyboard
on the bottom tablet and displays a connection indicator on the top tablet, and (b) the Expanded Trackpad,
which creates a touchable ‘trackpad’ area on the tablet to receive input from the user.

the notifications always visible. Further, for those devices that fall outside the user’s body focus,
the Enhanced Adjustable Reader could display summary information such as the application name
or file when the user glances at them (Fig. 10b).

4.3.2 Expanded Keyboard and Expanded Trackpad. While the Enhanced Adjustable Reader har-
nessed the inter-device expanding state, along with the user-device states of gaze, and later body
focus, it neglected to explore how hand focus could provide unique input possibilities. In what
follows, we describe two uses of the expanding state, i.e., the Expanded Keyboard and the Expanded
Trackpad, wherein different functionality is assigned to different devices such that one device
supports another, i.e., transferring ‘action’ instead of information. Both techniques were inspired
by HuddleLamp’s assignment of different functionality to different devices when devices were
grouped in a “huddle” [80].

With the Expanded Keyboard, when two devices are placed adjacently, with one above the other
and within one’s body focus, a soft keyboard will be automatically shown on the bottom device,
thereby creating an ad-hoc ‘laptop’ (Fig. 11a). This not only allows the keyboard to be located closer
to the user to increase her typing comfort, but also reduces occlusion issues that are often found
when typing and viewing content on a single, smaller device. To ensure the user remembers that
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Fig. 12. The Universal Keyboard technique illustrates the transition from the broadcasting state to the aiming
state. (a) The highlighted keyboard icon suggests an available connection to a keyboard nearby. (b) Placing
the tablet behind the keyboard sets up the aiming state, and the icon will be highlighted. The keyboard icon
has been enlarged for visibility.

the devices are connected, a blue keyboard icon will appear at the bottom of the topmost device.
This technique is enabled by the expanding state, since both devices are exchanging information
about their proximity and become ‘one’ device, and it is also supported by the user’s touch gestures
(hand focus).

As a variant of the Expanded Keyboard technique, if a keyboard and target display have already
been connected, the user can activate an ‘Expanded Trackpad’ by placing another device adjacent
to the keyboard (Fig. 11b). The target display will provide the user with feedback that the keyboard
has been coupled to the additional device. The user can then click, drag, or perform gestures on the
‘trackpad’ (hand focus), and these actions will be synchronized to the target display, thus sharing
information with the keyboard (expanding state).

4.4 Aiming
There are a number of new opportunities to consider when a multi-device environment has an
awareness that devices are physically separated yet oriented towards each other. In addition to
implementing a remote controller, i.e., a technique that allows the user to operate a tablet like a
literal remote controller [8, 26, 57], we also explored how the use of additional information such as
gaze focus to extend this classical concept much further. Next, we present three techniques that
make use of the rich inter-device and user-device information that is available in multi-device
environments.

4.4.1 Universal Keyboard. Within multi-device environments, it is common to find multiple tablets
or external monitors, but only one keyboard is typically attached to a desktop computer [86].
In modern environments, a keyboard can be switched between devices using Bluetooth pairing,
however, this is a long and tedious process. Past research-based systems have also described using
gaze input or physical keys for keyboard/screen pairing [22, 92]. As the aiming state in SMAC
enables for control to be exerted by one device to another, the Universal Keyboard supports free
keyboard/screen pairing while providing visual cues of the connection.
If a user receives a new email on her tablet but the on-screen soft keyboard is quite small, she

may prefer to use a nearby physical keyboard to compose a response. Because the keyboard is
currently pointed away from the tablet and the devices are not adjacent, the keyboard is in the
broadcasting state with respect to the tablet. The user will, as a result, see a keyboard icon on the
bottom of the tablet (Fig. 12a). This icon signifies that she can aim the keyboard towards the tablet
to provide input to the tablet. Once aimed, the keyboard icon will change to indicate that the user
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Fig. 13. Exploring the aiming state and hand and gaze focus with the Following Window. (a) The keyboard is
aimed at monitor “d” and the user is typing on it. (b) If the user looks at tablet “b”, the Following Window
keeps track of her typed words on the keyboard. (c) Similarly, if the user looks at laptop “c”, the Following
Window keeps track of her typed words on the keyboard. (d) On monitor “d”, all characters are processed
normally so the system will send a copy to the Following Windows on the other devices based on the user’s
current gaze focus.

is aiming the keyboard towards the tablet and the output from the keyboard will be propagated to
the tablet (Fig. 12b). This technique demonstrates how transitioning to the aiming state can enable
fluid interaction with devices. As this technique relies on the aiming state and not only on the
user’s focus, it can also avoid some of the issues caused by unintentional gaze switching.

4.4.2 Following Window. While working on a report or paper, it is common to have a variety of
documents, webpages, or applications open on different devices - with one or more documents being
the ‘main’ document and others being used for reference or calculations. As one often continues
typing in her main document, it is common to make transcription errors or typos. By combining
the aiming state with hand and gaze focus, a new technique, Following Window, can alleviate this
challenge.
With the Following Window, the aiming state and gaze and hand focus are used to create a

temporary feedback window on the device that has gaze focus but is currently not in the aiming
state. For example, consider the situation where the user is typing an article eyes-free using a
Universal Keyboard (hand focus and aiming state) while she is looking at the reference document
on another monitor. With the OmniDesk system, a preview window, i.e., Following Window, will
appear on the output device that she is gazing at. Because the keyboard is aimed at the primary
output device and not aimed at the secondary device she is looking at, and the keyboard has hand
focus, the input will continue to be directed to the primary output device and will not be redirected
to the secondary device. The secondary output device will display a small preview window that
will show the last characters typed by the user (Fig. 13b). If the user were to maintain her gaze on
the secondary monitor, aim the Universal Keyboard towards the secondary monitor and continue
typing, the Following Window would disappear. With this technique, the user’s keyboard input
(i.e., hand focus) is processed based on the device with the aiming state, and feedback is displayed
in a ‘floating’ window that follows the user’s gaze focus to lessen the chances of typos.

4.4.3 SyncNotes. When annotations and notes are made on the physical documents, they are
isolated from the user’s digital world and thus hard to retrieve. In a digital workspace, where all
physical documents are replaced by tablets, the user can aim one computing device at another
to set up a projector-style connection. By using many tablets together with a limited number of
external monitors, the user can rearrange her external monitor to match different tablets, with the
connection signified by the proxemics between devices. This technique can also be expanded to
send the content of the tablet to different location, such as a projector or a wall display.
To illustrate this concept, we designed a note-taking application named “SyncNotes”. If tablets

are brought into the center of the user’s working zone (body focus), OmniDesk assumes that the
user is reading the content it in an immersive manner [40]. Highlighted paragraphs thus become
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Fig. 14. Illustration of the aiming state and hand and body focus with the SyncNotes. (a) A user reading on a
tablet and making annotations (three edit modes: hand, line, and stroke). After aiming the tablet at the target
monitor, the highlighted icon on top indicates that a connection was made between the devices. (b) After
returning her attention to the monitor, the user can see a list of the paragraphs she annotated on the tablet
(highlighted by the red box).

Fig. 15. Illustration of the piling state and hand, gaze, and body focus with the Piling Portal. (a) The user
navigating a pile of documents on the topmost tablet. (b) The user projecting the document navigation UI
on another display, which has gaze focus. (c) The summary view for piling devices that displays a list of
document titles, display orientations and application names when the pile of devices do not have body focus.

synchronized to a server. By aiming the tablet at any target monitor and tapping the “Connect to
Display” button to confirm her intention (hand focus), the user will see user-annotated paragraphs
displayed in a list view on the target monitor (Fig. 14b).

4.5 Piling
The last set of interaction techniques explored the opportunities that can be afforded when a
system is able to determine that devices are not only physically located near each other, but also
physically pointed towards each other. As the sorting and piling of documents and objects are
common behaviors, bootstrapping such natural tendencies with digital devices will allow for several
novel interactions - especially when combined with user-device information from hand, gaze, and
body focus.

Proc. ACM Hum.-Comput. Interact., Vol. 3, No. EICS, Article 2. Publication date: June 2019.



SMAC: A Simplified Model of Attention and Capture 2:23

Fig. 16. Illustration of the piling state with the Piling Hub. (a, b) Two tablets containing different spreadsheets
are piled atop one another. (c) When piled, the top tablet shows an integrated summary of the data from the
pile. (d) With a tap of the button “Import”, (e) the data is plotted using a unified visualization.

4.5.1 Piling Portal. As OmniDesk can detect whether devices are physically piled on top of each
other, this information can be used to present interfaces that harness the thematic nature or links
between devices. With the Piling Portal, the topmost device in a pile acts as a ‘portal’ to the other
underlying devices. By gazing at the topmost device, the user can access information and data
stored on all the piled devices without needing to physically separate and look at each individual
device. Thus, the pile itself acts as an implicit interface to view the collection of information on each
device. The topmost device, for example, could display all the applications that are running on the
devices in the pile (Fig. 15a). By integrating hand focus with the Piling Portal, it is possible to enable
navigation through the pile of stacked devices. The user can swipe through documents on the
topmost tablet and make a selection, while the UI will highlight the application icon, theme color,
and content (Fig. 15a). If the user looks at another monitor (gaze focus), the document navigation
UI will be projected to the target device that has gaze focus (Fig. 15b). When the piled devices do
not have body focus, the topmost device can display a list of documents using the Summary View
technique, highlighting titles, display orientations, and application names (Fig. 15c).

4.5.2 Piling Hub. Another way that the piling of devices could be harnessed is by utilizing the
topmost device as an aggregator, rather than a portal to the other devices in a pile. With the Piling
Hub technique, whenever the topmost device receives gaze focus, it can reveal a summary of all the
notifications or information contained on each device. Because hand focus indicates to the system
that the user wishes to interact with all the contained information, it presents it in a manner than
can be manipulated, rather than simply glanced at or navigated through.

If several piled tablets contain different spreadsheets, for example, the user can press the “Import”
button displayed on the topmost device to generate an aggregated visualization of all the data in
the pile (Fig. 16e). Such interaction adds physicality to the spreadsheet data and allows it to be
combined and recombined by adding or removing devices from the pile via hand focus. Like the
Piling Portal, gaze focus only presents information that can be viewed, whereas gaze and hand
focus allow information to be manipulated and navigated.

We can further integrate the information attained from hand and gaze focus for other uses. After
generating a new figure (Fig. 16e), we can move it into a document on another device by touching
the figure (hand focus) and looking at the destination device (gaze focus; Fig. 17a). This action
causes a pie menu to appear on the target monitor (Fig. 17b). The default option is set to “Cancel
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Fig. 17. Extending the Piling Hub with gaze and hand focus. (a) The user copies the figure by touching the
tablet (hand focus) and (b) drops it on the target monitor (gaze focus) by selecting the “Copy Figure” option
on the tablet (temporary “trackpad”; hand focus).

Action” in case the user accidentally touched the device or looked around while interacting with
the device. Other options include moving the file to the target device and splitting the target display
to compare the two files. The user can control the cursor on the target monitor by sliding her finger
along the display of the source tablet, which has been temporarily converted to a trackpad.

4.6 Discussion
Guided by SMAC, the aforementioned examples demonstrated the unique opportunities that are
afforded when one considers the role of user- and inter-device proxemics during the design of
multi-device interaction system. The interaction technique exploration with the OmniDesk system
demonstrated the power of considering both dimensions independently, as well as in combination
with one or more other dimensions (Table 4). Techniques, such as the Gaze Copy and Adjustable
Reader, explored the increased utility of attending to multiple user-device foci and examined the
increased flexibility this affords users. In addition, techniques such as the Universal Keyboard and
Digital Labels demonstrated how not only are the inter-device states themselves important, but so
too are the transitions between these inter-device states. It is in such transitions that opportunities
for enhanced and sustained feedback become possible.
Further, by looking at how prior work on cross-device interaction fits into SMAC, we can see

that prior work focuses almost exclusively on the combination of (i) hand focus and (ii) either the
broadcasting, expanding, or aiming state (Table 4). Interestingly, the use of body focus has largely
gone unexplored. As our techniques have demonstrated, body focus is a useful indication of which
devices that a user may want to use over a longer period of time because it is very unlikely that
she may want to use devices that require her to hold an unnatural body posture. Even though the
body has many more space restrictions placed on it in a desk-centric environment compared to
mobile environments, there are many unconscious, rich cues that are still useful for developers to
bootstrap.

Prior work has provided feasible solutions to enable wearable gaze tracking [50, 93] and demon-
strated the benefit of gaze input for both pointing and context switching tasks [22, 107]. By combing
gaze focus with other user- and inter-device dimensions in our model, more interactions become
possible, as demonstrated in the OmniDesk system. Though improved sensing technology could
provide more accurate results, unintentional input caused by accidental gaze switching or body
movements should be carefully considered throughout the design process. A few techniques were
built into OmniDesk to overcome some unintentional input scenarios, for example, the Following
Window technique allows users to peek at the current characters being typed while consulting
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Table 4. Summary of the new and existing techniques categorized by the dimensions of our model, SMAC.
The interaction techniques illustrated by the OmniDesk system are in bold.

Orientation: Away Orientation: Towards
Distance: Separated

(Broadcasting)
Distance: Adjacent

(Expanding)
Distance: Separated

(Aiming)
Distance: Adjacent

(Piling)

Fo
cu
s:
H
an
d

Device Radar;
Digital Labels; Con-
ductor [33]; Gradual
Engagement [63];
Orienteer [19]; Peb-
bles [72]; Relate
Gateways [26]; Sync-
Tap [84]; Tracko [45];
United Slates [11];
Weave [14]; XD-
Browser [75].

Adjustable Reader;
Expanded Key-
board; Expanded
Trackpad; Con-
ductor [33]; Hud-
dleLamp [80];
JuxtaPinch [76];
Panelrama [105]; Pass-
Them-Around [60];
Stitching [39]; United
Slates [11].

Universal Key-
board; SyncNotes;
Code Space [9];
CTAT [21]; Group-
Together [66]; Touch
Projector [8]; Phone-
Touch [88]; Pipet [67];
Proxemic-Aware
Controls [57]; Prox-
emic Interaction [4];
Slurp [108]; Throw
and Tilt [18].

Piling Portal;
Piling Hub;
PaperTab [97].

Fo
cu
s:
Ga

ze

Gaze Copy; Gaze
Search; Look-
Point [22]; MAGIC
Pointing [107];
Pupil [50]; View-
Pointer [93];
Gluey [92]; Gaze
Positioning [98].

Enhanced Adjustable
Reader Following Window Piling Hub

Fo
cu
s:
Bo

dy Gaze Search; Sum-
mary View; Chair In-
teraction [79].

Enhanced Adjustable
Reader SyncNotes Piling Portal

another document, however the input-capture relationship has to be changed explicitly by hand
focus (e.g., via the Universal Keyboard). As yet another example, while displaying pie menus on
the target device with gaze focus, the default cursor is set to “Cancel Action”. This helps prevent
triggering an option by accident. These techniques are simple, yet effective mechanisms through
which some unintended input situations can be mitigated.

It is also interesting that few interaction techniques have explored how to harness the physical
closeness and the directed orientation of devices, i.e., piling. Even though piling behaviors are
very common in paper-based environments, the lack of techniques transferring such behaviors
to digitally infused environments is surprising. Although our piling techniques explored how
gaze and body focus can improve interaction when multiple devices are stacked, there are still
many opportunities to continue exploring how such inter-device proxemic properties can be used.
The use of hand and gaze focus within the present exploration was focused on all or one device
receiving attention, however, there are many unique possibilities when sub-groups of stacked
devices are considered. There thus appears to be further opportunities for developers and designers
to reconsider the meaning and intentions behind the interactions that our whole body, not only
our hands, has with devices.
The current implementation of OmniDesk used a Vicon motion tracking system, however,

this was only due to equipment availability. With the proliferation of security systems in office
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settings and advancements in sensing techniques [55, 56], the increased variety of sensors within
devices themselves (e.g., NFC and proximity sensors), and the increased adoption of intelligent
tabletop surfaces that can sense the objects placed on them (e.g., Microsoft PixelSense), it will not
be necessary to use Vicon-style systems in the future. Although the current implementation of
OmniDesk was limited to desktop scenarios (so as to limit the capture volume of the Vicon system,
among other reasons), OmniDesk could be extended to other environments as well, for example,
mobile users in co-working spaces. Such extensions of the work would require that there is some
mechanism by which users and their personal devices could be identified when they drop in to join
the public space.

5 EVALUATION STUDY
As SMAC proposes a novel way the users can conceptualize the attention and focus they provide
to devices, it is important to understand how users themselves react and understand the tenets of
user-device (i.e., hand, gaze, and body focus) and inter-device (i.e., broadcasting, expanding, aiming,
and piling state) proxemics. Just as window focus, keyboard focus, and z-order in a traditional
WIMP have meanings that go beyond the mere facilitation of directing input, the present evaluation
study sought to understand the degree to which SMAC gives rise to a consistent, understandable,
and usable mental model of interleaved interaction in multi-device environments. Further, the
study also sought to develop an understanding of whether the techniques that were designed
using the dimensions of SMAC were understandable and could be embraced by users. Therefore, a
summative study was conducted to understand participants’ views of the dimensions governing
SMAC as they related to everyday desk-based tasks and situations. The research questions guiding
this exploration included:

• Q1: To what degree is each dimension an appropriate conceptualization of user intentions
and interactions, i.e., can each dimension be easily understood by users?

• Q2: Can users articulate the differences between these dimensions, in terms of the effects
each would have on a system, what they themselves would be enabled to do, and the feedback
the user would receive, beyond the particular interaction methods that were developed?

• Q3: Can users understand these dimensions to the degree that they would be able to extrapo-
late from them to create new techniques or apply them to other scenarios?

To answer these questions, an interview-based study was conducted, wherein the techniques
were presented to participants, organized by each dimension, and participants were asked questions
to probe their understanding of the dimensions in our interaction model. By conducting a qualitative
study, we sought to evaluate the value of SMAC as an understandable mental model rather than
on the performance or efficiency of the system. As it is important for users to understand mental
models of devices before they use them [52], the study was designed to be informal in nature to
gauge how well participants could learn the model and its dimensions.

5.1 Participants
Eight participants (P1 - P8) who were not experts in the fields of Human-Computer Interaction
or Information Technology (i.e., not working in the IT industry; not a student from Computer
Science/Computer Engineering, etc.) but were regular users of laptop/desktop computers were
recruited to participate in the study (2 male; Mean = 21.6, Range = 19-26 years). By excluding
technology experts from our participant pool, we could investigate whether regular end-users, who
don’t commonly view interaction and computer usage as following specific models or classical
concepts, could understand the dimensions and goals of SMAC, while also collecting valuable
feedback on the design and the practicality of the techniques.
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Table 5. Dimensions and techniques that were used within the evaluation study to probe participants’
understanding of user-device and inter-device proxemics.

Concept Demonstrated Technique #1 Probed Technique #2
Introduction Window Focus Mouse Keyboard (Alt-Tab)

Hand Focus Mouse Keyboard (Alt-Tab)
Gaze Focus Gaze Copy Following WindowUser-Device

Proxemics Body Focus Summary View Gaze Search
Summary #1 User-Device Proxemics Gaze Search Following Window

Aiming Remote Controller Universal Keyboard
Broadcasting Device Radar Digital Labels
Expanding Expanded Keyboard Adjustable Reader

Inter-Device
Proxemics

Piling Piling Hub Piling Portal

Summary #2 User- and Inter-Device
Proxemics Enhanced Adjustable Reader Piling Hub

One participant used multiple monitors for daily work, while two others had more limited
experience using multiple monitors. None of the participants had experience using eye trackers or
gaze-based systems. Participants were provided with a $20 CAD honorarium for participating in
our one-hour interview.

5.2 Procedure
First, demographics and daily computer usage information were collected through a pre-study
questionnaire. To prime participants for conversations about the concept of a state, we first intro-
duced the WIMP concept of “Window Focus” by probing how participants would switch between
two opened documents if they need to make a change in one of them. After discussing their answer,
we further explained the concept of focus. An alternative solution was demonstrated using ‘Alt-Tab’
shortcut common on Windows OS to ensure that participants understood the concept of focus.

As extensions of this basic concept, we then probed howwell participants could grasp the concept
of user-device proxemics. We explained that the goal of our work was to extend the notion of
window focus from a single device to an entire environment of tracked and connected devices.
Participants were then shown various OmniDesk techniques and were invited to try out the gaze
and body focus features. After this was complete, we explained the concept of hand focus and
demonstrated it using previous examples of how to change window focus. We then asked probing
questions to understand what the participant thought hand focus meant, and what the system did
in response to hand focus. These simple questions about hand focus were used to introduce the
way of considering the role of hand input in focus-switching to the participants.

A more complicated demonstrate-and-probe format was used for gaze and body focus, in which
we presented OmniDesk techniques instead of showing the window focus example. A summary of
the interaction techniques used in the study is listed in Table 5. For example, to study gaze focus,
we first showed participants how the indicators on the UI would change when they switched their
gaze focus between different devices. Then we demonstrated the first technique, i.e. Gaze Copy,
to the participant, by showing them how this technique worked and answering any questions
they had about it. Then we presented a different technique expressing the same dimension to
the participant, i.e. Following Window, and asked specific questions about the second technique,
including what the system did when the participant switched her gaze focus, and why the Following
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Window technique worked the way we presented it. Participants were then asked subjective probing
questions, including what they thought gaze focus meant, what other examples or scenarios of
where gaze focus might be useful, and their general comments of presented examples. A similar
demonstrate-and-probe format was used for all remaining techniques.

After presented with hand, gaze, and body focus, participants were then asked to explain what it
meant to them when they were holding/touching a device (i.e., hand focus), looking at a device (i.e.,
gaze focus), and turning towards a device (i.e., body focus) and when they would do each of these
activities, as a summary of the user-device proxemics section. A similar demonstrate-and-probe
format was used in this session to present the techniques that used multiple foci. The researcher
would summarize each dimension to the participants and then provided a one-minute break after
this session.
Next, the study explored the concept of inter-device proxemics, using the same format as that

used for probing gaze and body focus. This portion of the interview started with questions on the
aiming state (as it is most akin to the metaphor of a TV remote controller), and then moved on to the
broadcasting, expanding, and piling states. Finally, participants were presented with, and discussed,
examples of inter-device proxemics and interaction techniques that were fusions of inter-device
and user-device proxemics. They were also encouraged to ask questions and propose new ideas and
comments during the interview. Although the methodology does not follow a traditional usability
study, it encouraged exploration and reflection (via the examples), as well as knowledge extension
(via the questions which tested how well they could apply the principles they had learned to other
scenarios). Details of the questions asked during the interview are provided in Appendix A.

5.3 Data Collection
Each participant took between 45 to 60 minutes to complete the study. All study sessions were
audio recorded and a total of 6.79 hours of audio was analyzed via open coding. The answers from
participants were analyzed to determine their general understanding of a given dimension, the
difficulties participants had in understanding certain aspects of the dimensions, and the practicality
of the techniques and the overall interaction model for regular end-users. Participants’ comments
and suggestions on extensions of the dimensions to new scenarios were thematically organized by
topic. Qualitative data analyses are provided for each dimension.

5.4 Findings
For readability, the results of the study first present the findings related to the user-device foci and
techniques and are followed by those relating to the inter-device states and techniques.

5.4.1 Hand Focus. As hand focus is most akin to the traditional focus metaphors users employ on
desktops, laptops, and smart phones, it is unsurprising that most participants (seven of the eight)
caught onto this concept quickly. The examples of using mouse click and ‘Alt-Tab’ keys to switch
window focus served as good illustrations to the user of the concept of ‘focus’. Responses to “What
does it mean if this device has my hand focus? (The researcher is holding a tablet)” ranged from “This
one is the only one that is active at the moment” (P2) and “You can use your hands to manipulate what
you want to search, open ...” (P6) to “You are going to focus on that device now” (P4) and “You are
going to switch applications and use it” (P5). It thus appears that participants viewed the focus that
the hand can provide to devices in terms of activation, attention, and input - tenets of interaction
that indicate immediacy and intent (Q1).

The one participant who did not initially understand the concept of hand focus just considered
it as simple ‘singular focus’ and was unable to articulate anything more about the attention
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or supported actions that were possible when one held or touched a device. We note that this
participant did not have problems understanding any of the other concepts in the study.

Participants started to understand the roles of hand focus in the given examples, and this ‘intro-
ducing’ session also inspired the participants and encouraged them to consider the various foci in
the following sessions.

5.4.2 Gaze Focus. All participants could apply the Gaze Copy technique to a different task after
learning the first example (i.e. copy the application from the monitor to the tablet; see Appendix A),
and all participants also used this knowledge to explain the Following Window technique (Q3).
Most of the responses given by participants to what it means when you change what you are
looking at revolved around specific tasks and applications, “[You switch your gaze] if you want to
copy something, or refer to something” (P4), “Looking at different materials” (P6), and “Check message,
notifications, and song list” (P7). Interestingly, these comments revealed that participants thought of
gaze as part of information seeking and retrieval, and expected feedback to visualize the result of
gaze-based actions. Thus cross-device systems should provide instant visual feedback to reassure
the user that her gaze switch has been detected, and further information of the gazed device should
be provided to support rapid information retrieval.
Most of the participants (seven of the eight) came up with new ideas on how gaze focus could

be used, which was surprising given their limited experience with gaze-tracking systems. Four
participants talked about improvements to existing applications, such as showing a floating window
while Skyping (Q3), whereas three other participants suggested techniques that employed other
peripherals, such as executing voice commands on a gaze-focused device or moving the mouse
cursor with gaze focus (Q3). P8 extended this further by proposing the use of gaze focus to control
fans and lights, but he also mentioned it would be a problem to accidentally turn the fans on and
off while looking around. This participant’s ability to recognize both a new extension of gaze focus
but also the potential faults in such an approach reflects that he understood the principle of gaze
focus, which treats the user’s gaze as an indicator of attention and feedback, but also understood
that another source of information (i.e., hand focus) would be needed to confirm input and prevent
false activation (Q2).
These generated ideas and collected comments demonstrate that participants were able to

understand and use gaze focus, echoing studies by Dickie et al. [22], but extend prior work by
demonstrating how users can understand gaze focus to be useful within the context of desk-based
environments and tasks.

5.4.3 Body Focus. Three participants were able to understand the roles of body focus in the
Summary View example. While being probed with the second technique, Gaze Search, only one
participant was able to determine that search results were ordered by relevance based on body
focus (P7). P7 suggested that an extra check should be included while using body focus in case
of users’ random movement in the chair. This ‘check’ is already reflected in our model, as body
focus is an indicator that affects the user interface but does not control it, and body focus needs to
work in combination with other foci. Though seven other participants mentioned several factors
that might affect the search results, such as relevance and publishing date, they didn’t connect the
concept of body focus with the relevance of the document to the current task. P3 commented that
she did not think about differentiating documents on her desk by body focus because “I will put
everything in front of my body anyways”. To this user, body focus was already implicitly applied
and was an unconscious, rather than conscious, action to be taken.

After further explanation of body focus and answering their questions, six participants understood
and proposed new ideas of using body focus. Two participants suggested using body focus to turn
on/off the screen or sleep mode to save battery, and other four of six considered using body focus
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for special activities such as cooking or exercising (Q3). This result revealed that users are not
familiar with using body focus as a factor that affects their workflow, as it is an implicit, unnoticed
byproduct of their natural behavior (Q1).

5.4.4 Summary of User-Device Proxemics. When participants were encouraged to holistically
consider these three foci, they talked about them in reference to the techniques they experienced.
Six participants were able to describe them clearly and highlight their differences, such as “Hand
focus means you are concentrating on what you are holding; you look at that device if you want to
remember something, or refer to something; body focus is the same [with gaze focus] but less focused,
and hand focus is much more particular [compared with body focus]” (P4), and “Hand focus has most
attention, gaze is less, and body is the least” (P5). One participant also summarized a workflow of
using multiple foci: “[hand focus] You want to look at something in details, or searching for things
you really want to work on; [gaze focus] You have already decided which one you are working on, and
gaze focus pays attention to the task you are doing; [body focus] When you want to finish the current
task and switch to look for other stuff and it will be a big change” (P1).
These descriptions demonstrate that participants were able to understand the different dimen-

sions, thus confirming Q2, and the descriptions that were given follow very closely to our own
definitions of SMAC, which were used in this article but not explicitly described to participants us-
ing such language. Further, six participants explained the Following Window technique in a formal
way that made use of the dimensions in our model (Fig. 1), demonstrating a further understanding
of these concepts (Q1). Four participants were able to not only explain the dimensions, but also
extend them to include other modalities, such as foot interaction or voice commands (Q3). Thus,
for these participants, SMAC was a useful conceptual model that they used as a base upon which
to think about other ways multi-device environments could be enhanced.

5.4.5 Aiming State. Unsurprisingly, the aiming state was easily understood by participants, due to
the analogs it shares with traditional remote controllers. After learning about the Remote Controller,
five participants could apply the aiming state to the keyboard, i.e., the Universal Keyboard, however
two other participants commented that they didn’t naturally think about moving the keyboard to
aim at other devices, likely because they viewed the keyboard as a stationary, static device (Q1).
P6 also expressed a usability concern, wherein “You would have to have good sensitivity, because
these devices are placed quite close together, they have to be very accurately picked up whether your
gaze is on it or not”, revealing the importance of real-time feedback for successful, or even available,
connections (e.g., the gray and blue keyboard icons in Fig. 12) to facilitate better experiences.

Seven participants came up with new ideas for the aiming state, such as aiming tablets to control
lighting or heating, and aiming to a hard drive to back up the data (Q3). Each of these ideas
would require the user to set up connections and perform actions from the ‘controller’ side, which
illustrates an understanding of the concept of the aiming state from SMAC. Their comments and
ideas in this session suggested that the aiming state should be used to make changes to the system,
as people do so with a TV remote controller.

5.4.6 Broadcasting State. In terms of the broadcasting, three participants commented that devices
could not only share their location (as in the Device Radar), but also share content and functionality,
as in the Digital Labels technique. Though the broadcasting state is the basic transition state in
our model, i.e., all devices are initially separated and pointed away from each other, participants
had trouble noticing its existence due to their abundance of experience using isolated devices. For
example, P7 answered that “They are syncing because the user is transferring information between
devices”, ignoring the inter-device relationships that existed between the device and believing that
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the user would control everything. In other words, the broadcasting state was providing information
about surrounding devices to the back end of applications, without being noticed by the user.
We do note that four participants proposed new ideas using the broadcasting state, such as

synchronizing changes in a document during group work, and quickly sharing files or links among
local devices (Q3). These results thus suggest that broadcasting, like body focus, may be best viewed
as an implicit state that enables the user to accomplish tasks, without explicitly requiring her
to perform overt actions (like the other states require). It could thus help the user smooth the
transition between tasks, activities, and other states.

5.4.7 Expanding State. Although many past research projects have explored expanding displays,
our participants were not familiar with this functionality; however, they quickly grasped it. After
observing the Expanded Keyboard technique, five participants could explain the main concepts
behind the Adjustable Reader technique, i.e., devices in the expanding state act as one connected
device because they are close to each other (Q1). Because this technique was inspired by people’s
reading behavior, where devices are close to each other and connected “like a real book” (P8), partic-
ipants easily understood the importance of adjacency and expansion. One interesting observation
was that P7 believed the expanded devices were synchronized to display continuous pages because
“You put them together and sync them”, which, unlike the broadcasting state, but similar to the aiming
state, was the result of the user intentionally performing an action, i.e., giving the device hand
focus. In general, we can infer that the concept of inter-device states, which are manipulated by
the distance and orientation between devices, rather than the participant’s actions, were initially
framed within participants’ minds as the results of their actions not the device’s actions. This is still
a welcome finding, as it suggests that participants understood that all the devices were linked and
that their actions were carried across devices, not isolated on each device.
However, even though they initially took a user-centric view of these states, they were able to

generate new device-centric ideas using this state (Q3). Five participants suggested improvements
for a reading software, such as adding a separate view of notes or references when comparing
documents across expanded devices. Three participants wanted to apply the expanding state to other
devices including cameras, gaming devices, and external monitors. Each of these ideas demonstrate
the usefulness of the expanding state in a variety of environments, and participants’ ability to
understand the concept of the expanding state, i.e., devices are tightly connected to continually
exchange data within the group until they are no longer connected.

5.4.8 Piling State. During the exploration of the piling state, six participants were able to quickly
explain the concept of piling when shown different content (e.g., two Excel datasheets; Q1). They
described the role of the devices in reference to the z-order of the devices, e.g., “When it is on top of
the other, it shows something underneath” (P2), “Indicating there are other devices underneath” (P3),
and “[Because] they have physical contact, whatever is on top you are navigating knows that if should
show you preview of what’s on both devices” (P6). These comments demonstrated that, unprompted,
participants immediately realized that the topmost device was an aggregator to the resources
underneath and should display summary information with interactive views, thus forming a portal
for the entire pile.
With this mental model, two participants immediately saw cost and organizational limitations

with piling, i.e., “I don’t think people will use multiple tablets because they are expensive” (P7) and
“I would rather lay them around, so I don’t have to stack them [unless] I need to save some space”
(P6). Although tablets may become cheap and ubiquitous enough to overcome the cost concern, as
suggested by P6, designers and developers may need to work to reframe the notion of ‘device’ such
that it does not imply a singular, dedicated computer that performs its own isolated task. Instead, a
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device would be part of an interconnected network, and temporarily display content and accept
input such that networks of them could be piled, shuffled, and reorganized as needed.
All participants proposed new ideas using the piling state, such as sorting documents, compar-

ing documents or images, and merging notes from different co-workers (Q3). Among the ideas
they mentioned, most of them were thematically related to addressing existing challenges with
handling physical documents, suggesting that participant’s mental models viewed the tablets as
documents, rather than digital devices. Supported by the light-weight paper tablets in the future
(e.g., PaperTab [97]), this finding echoes to Weiser’s vision of spreading ‘Pads’ around the desk just
as people “spread out papers” [102].

5.4.9 Summary of User- and Inter-Device Proxemics. During the summary session of the interviews,
most participants (seven of eight) were able to identify the dimensions of SMAC that were utilized
within one of the example techniques we demonstrated, and five of them even identified the model
dimensions in both techniques (Q2). Since the two examples in this session combined multiple
dimensions from the user- and inter-device proxemics, these results revealed that participants were
able to quickly learn the concepts from the previous sessions and apply the interaction model to
more complicated interactions.
Most participants (seven of eight) were able to come up with new ideas using the concepts

in SMAC, including five of them who proposed extensions to existing techniques (Q3). Two
participants even combined the user- and inter-device relationships together, using gaze focus and
the broadcasting state to move files from a phone to a TV, and using gaze focus and the expanding
state to copy figures from a PDF file to their notes. P7 suggested an extension to the piling state,
whereby a sub-state could detect if devices were being flipped over and placed together, as opposed
to being piled on top of each other, all facing up.
All of these suggestions are inspiring, as they suggest that, even in the short duration of time

that participants were exposed to this model, participants were not only able to understand each
dimension and identify which one was used in a given technique, but also provide other examples
of their use and, in some cases, extensions that employed other modalities or more fine-grained
information from a multi-device desk-centric environment than what we had suggested.

5.5 Discussion
In general, this study demonstrated that participants were not only able to understand the concept
of window focus, but also understand and extrapolate this concept to multi-device environments.
Although these participants are not normally attuned to thinking about the models or metaphors
that govern the actions they perform with their devices, their comments indicated that, they do
unconsciously make use of an internal mental model to govern their interaction. Through the
demonstrate-and-probe methodology that was used, we found that participants were able to build
on, and extrapolate from, this model to integrate the new SMAC dimensions that we proposed
into their mental model. The ability of participants to then use these dimensions, which they had
never seen before and only had a short duration of time to become familiar with, speaks to the
appropriateness and power of using such an interaction model to describe, design, and build new
techniques for use in multi-device desk-centric environments.

The results from the user-device proxemics portion of the study demonstrated that participants
were quick to understand foci that demanded their explicit interaction, i.e., gaze and hand, but
were slower to understand those that related to cues that were subliminal, covert, and unintended,
i.e., body. As our brief discussion of body focus indicated, because participants had not thought
about their body as an indicator of their intentions, they initially had a difficult time determining
what turning one’s body towards a device would cause a system to do or enable them to do. As
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looking at and touching objects within our world are natural ways to give attention to objects,
we often use these movements to indicate temporary fixtures of attention. As a result, it is not
surprising that participants were easily able to grasp these concepts, generate novel techniques
that make use of them, and think of other modalities that could be repurposed in a similar manner
(e.g., voice, foot tapping). With body focus, if a system is aware that the orientation of the body
indicates a general, more long-term area of interest, it may simply be enough for the system to
initially use body focus as a coarse information indicator within a focus-based multi-device system,
and later refine the focus state with more fine-grained information from gaze focus and hand focus.
Although users may not have attended to, or understood why the Gaze Search technique returned
the ‘right’ document at the top of the list, a crucial question to ask is, do they need to? If their
body indicates general zones where attention and focus will be directed for long periods of time,
perhaps body focus might also be best leveraged with techniques that utilize it as an implicit cue to
improve usability, without considering or teaching the user that it can be an explicitly controlled
input modality.

In looking at the inter-device proxemic state results, it was interesting that participants viewed
the inter-device proxemic states in reference to themselves and their actions, rather than the current
location and orientation of the devices. While this may be a by-product of the methodology, which
introduced the concept of focus to the participant and had them use this notion to understand
that the user was causing changes within an environment, we do not believe that this is the entire
explanation. As the broadcasting results demonstrated (Section 5.4.6), users internalize the outcomes
and feedback from a system as reactions to their actions. In some cases, such as with the aiming
state, they also appear to temporarily extend their ‘power’ to devices themselves. As the aiming
state is one of the only states where the user holds a device to perform an action (e.g., a mouse or
remote controller), the sheer act of physically holding a device versus moving it along a table or
surface may help the user differentiate between devices that the user has complete control over
and those that they do not. This is further evidenced by participants using terms during the study
that referenced the devices themselves when describing the piling and expanding states, versus
their own actions when describing the aiming state.

6 DESIGN IMPLICATIONS
Based on our exploration of user-device and inter-device proxemics, many implications and future
challenges became apparent. Though we focused on the cross-device interaction in a desk-based
environment, SMAC could be extended to many other fields, including smart homes, multi-user
collaboration environments, and mobile computing. For example, the design space of inter-device
proxemics lends itself to commercial smart furniture and could help bridge the barriers amongst
prevailing smart home devices. In addition, existing user- and inter-device proxemics could be
accompanied with inter-user proxemics [66], to support multi-user collaborative tasks. Wearable
devices also provide for finer-grained user-device proxemics, tracking multiple parts of the body
such as the finger, head, arm, and leg. On the other hand, there are still challenges to be addressed.
The solution we used within the OmniDesk prototype system is far from perfect, as it relies on
motion tracking system and tagged devices. It is also challenging to obtain the precise location of
individual artifacts in the workspace, especially when they are placed in piles or occluded by each
other.

Here we present some findings from our study and prototype implementation to illustrate how
our interaction model can contribute to the community and those exploring multi-device ecologies.
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6.1 Importance of Materiality
Although the paperless office was foreseen in previous research, information workers still rely, and
prefer, paper documents. Paper can be moved around and are not restricted by the boundaries of
a device, even when we have one as large as a tabletop or a wall display. By encouraging users
to handle and manipulate their documents, users have more flexibility and a different experience
compared to dragging and organizing virtual files on the display [43]. However, paper is less
interactive compared with other digital devices. When the user prints a paper document from a
digital version, the connection between the two artefacts ends immediately. The printed document
is unaware of any updates on its digital version, and the computer is uninformed for annotations or
notes on the physical documents. That is the reason why devices should be connected and broadcast
their resources, locations, and postures to others. In this way, different resources are treated as
independent objects in a network, instead of a group of virtual icons on a large monitor. As a
result, the relationships between the devices indicate the user’s intent, and provide opportunities
for richer user- and inter-device interactions.

To investigate a proper implementation of this vision, we focus on the desk-centric environment
with multiple tablets in our prototype. Learning from the materiality of paper, tablets could pre-
dominate by deriving natural operations such as piling on another, spreading on the desk, holding
with the hands, or augmenting them with inter-device proxemics and users’ foci. With the desktop
computer still being the primary device, tablets should accompany the desktop to replace the
current printed documents, when appropriate, and provide flexible interaction methods with the
touch display and built-in sensors.

6.2 Unintentional Input from Body Gestures
With more sensors and assistive algorithms integrated into working environments, it is essential
that systems are robust to unintentional input. When systems are not able to identify intentional
versus unintentional input, failures could include the user accidentally touching the surface while
holding a device with hands, or the user quickly looking at a new stimulus while wearing an eye
tracker. On the one hand, tracking the user’s body gestures enables more natural interactions to
assist with traditional keyboard and mouse usage, which can be used to help predict the user’s
target display, the user’s preferred input device, and the resources that the user may need. However,
tracking could also discourage the user, which could lead him sit on a chair adroitly so as to
not trigger any ‘strange’ events. As a result, ‘coarse’ attention indicators (e.g., gaze and body
focus) should be confirmed by hand focus before actual changes are made within the system. For
example, in the Following Window, rather than using gaze to switch output devices while typing,
the characters being typed are forwarded as a hint. This ensures that the original input capture
relationship can be maintained until the user explicitly switches output devices with her hand.

In addition, it should be easy to recover from erroneous state changes, so that the user will not
feel nervous while moving around naturally. In the OmniDesk system, we set the default selection
target to the “Cancel Action” button on the gaze-directed menu in order not to distract the user.
The gestures in a practical system should rely on observations from the user’s current workflow or
involve user-defined gestures to improve the learnability of the interaction techniques.

6.3 Multiple Devices of the Same Type
Vision-based tracking techniques are useful to track the 3D location of multiple devices. However,
they lack precision when multiple devices of the same type are piled in a stack or grouped close
to each other. CapCam [104] tracks the physical locations of multiple phones on a tabletop by
analyzing the encoded signal from the phone’s rear camera. SurfaceLink [27] supports gestures
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between the devices on a shared table using acoustic sensing. HuddleLamp [80] combined RGB
images with depth data to improve the recognition of hand gestures and devices. Though these
systems focus on device tracking on a shared 2D surface, they could be used to help to improve the
robustness of OmniDesk’s 3D tracking system and contribute to an ideal digital workspace.
If devices are pervasive and available anywhere in the office, they could also be identified and

assigned different roles [102]. Given a large collection of tablets, which may be commonplace in
future work-based environments, some may act as storage media, while others may become tools
like whiteboards or remote controllers. For this to occur, however, users must be trained to change
their view of tablets as ‘computers’ to ‘documents’. As evidenced inwork by Plank et al. [78], people’s
“legacy bias” results in participants constantly changed the function and content of the ‘computers’,
instead of assigning the tablets with a long-lasting role as a ‘document’. To address this challenge,
designers should provide users with the feelings of holding, reading, and writing on a piece of
‘paper’, thanks to the light weight tablets (e.g., PaperTab [97] or Sony Digital Paper [94]). Designers
could also reduce the mental demand of using multiple tablets by simplifying the functionality
supported within current tasks and improving the learnability of mobile applications [59].

6.4 Multiple Users
By extending the design considerations in our single-user environment, the SMAC model could be
used to define useful behaviors when multiple users focus on a single device, or multiple devices
belong to different users trying to communicate. For example, if Bob is walking towards Alice’s
desk with his tablet and wants to show her a figure, while he is doing this, the devices on Bob’s
desk should lock after they have lost his attention (body, gaze, and hand focus). When he arrives at
Alice’s desk, both his tablet and Alice’s desktop monitor should adjust their content when they
detect that a new user is gazing upon them (gaze focus). With Alice’s approval, her monitor should
also broadcast its content to a larger, nearby touchscreen device, so that Bob can interact with it
(hand focus). This example is similar to the interconnected tablets work by can Hinckley et al. [38]
and Chen et al. [11], which advocated for supporting collaboration in office environments, but
also demonstrates how the tenets of the SMAC model can be useful to define the boundaries of
collaboration, interaction, and privacy. Future work should consider how SMAC can be used to
broaden the scope of current workflows and collaboration from single personal workspaces to an
entire collection or office of workspaces.

6.5 Intimate Devices
As wearable devices become prevalent, they can provide more input channels to a system in an
intimate way. Some devices intend to track the movement of the user’s arms, hands, and fingers
accurately. Smartwatches support foreground gesture interactions on the surface, and also provide
background sensors naturally tracking the user’s hand [12, 41]. Smart rings could be embedded
with motion sensors and vibration motors to support input and output at a more private level.

Smart glasses have also become popular with commercial products like Google Glass and Mi-
crosoft HoloLens, enabling a mobile private ‘display’ to follow the user’s head. Prior work also
proposed mobile solutions for eye-tracking, such as ViewPointer [93] and Pupil [50]. One drawback
of the OmniDesk prototype was that it tracked the user’s head and used that as a proxy for gaze
instead of tracking the user’s eyes. For an initial exploration, this abstraction was usable, but in
practice it is not as precise as using an eye tracking because the user could switch her gaze focus
without moving her head. However, it could be a benefit to introduce the concept of head focus (for
some systems) and explore the utility of gaze focus and head focus together, because each convey
different user intentions. For example, if a user faces her colleagues while looking down at her
tablet, this could imply that she may want to search for something on her device to share with
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others. As another example, a user may face her primary monitor (head focus), while at the same
time glancing at the secondary monitor next to it. Since it is not comfortable for a user to maintain
this posture, such behavior could be used to indicate a temporary switch in attention instead of
a permanent one. The system could then respond based on the current content and application
history. Though we only mentioned using the focus of hand, gaze, and body in the user-device
proxemics, these intimate devices and sensors provide increasing opportunities to understand the
user’s intent by detecting the focus of finer-grained movement and behavior, such as that from the
finger, head, arm, or leg.
There is also a trade-off between wearing multiple devices on different parts of the body and

installing a motion capture system in the environment. Wearable devices are flexible and could be
customized because they are considered personal and private, but systems relying on them would
fail to respond to other users in the room who do not have on-body sensors. There may also be
fatigue issues if users need to wear multiple wearable devices to achieve the same level of tracking
as that currently possible with motion capture system. On the other hand, motion capture systems
can track multiple users in the environment, but are limited to certain physical spaces and are
not able to respond to user activities outside the space. With more efforts to integrate intimate
devices into the surrounding smart environment, we are moving closer and closer Weiser’s vision
of invisible computing without barriers between devices [102].

7 CONCLUSION
This work has explored a new way to conceptualize the usage of multiple devices in a desk-centric
environment. By integrating inter-device proxemics, i.e., device orientation and location, with user-
centric dimensions including the user’s hand focus, eye gaze, and body orientation, SMAC describes
a novel way to design for multi-device environments. By focusing on the interplay between the cues
a user and her devices convey, designers and developers can create rich, responsive systems that
reflect both intentional input on the part of the user in terms of her interaction with devices (i.e.,
hand focus, gaze focus, aiming with devices), but also unconscious intentions that are a byproduct
of her natural behavior (i.e., body focus, piling devices, etc.).
Using a proof-of-concept system, OmniDesk, we explored the design space of dimensions and

opportunities SMAC affords. An evaluation study was conducted to demonstrate the comprehen-
siveness of our interaction model using regular end-users of desktop computers. The study findings
uncovered that not only could users understand the dimensions of SMAC and identify which were
utilized within an example interaction technique, but users were also able to extrapolate from the
provided examples and suggested other modalities or sub-states that could be harnessed to improve
multi-device desk-centric environments. The results of the study, in combination with SMAC itself,
should serve to stimulate and guide future discussions on how to design interaction to ensure users
with multiple devices in desk-centric systems have rich and seamless experiences.
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A PROTOCOL OF THE EVALUATION STUDY
Welcome to our study. During the study, we are going to show you some new and existing ways that
people work with computers. I’m going to ask you some questions about these different techniques
to learn how users such as yourself think about them and collect some feedback on them. Please
remember you are here today to help us test the system, not you. Please relax and feel free to ask
me any questions you might have. We want your honest opinion and feedback.
First, please review and sign the consent form. Please feel free to ask any questions you may

have. Thank you.
Before the study, please complete this questionnaire about some demographic information. Your

participant ID is X.

A.1 Classic Model
Thank you. First, let’s start with how we use the computer today.

(1) Suppose that I am working on this Word document and I have a dataset here in the Excel
application. If I realize that I made a mistake in the Excel spreadsheet, how can I make the
changes?

(2) You can see that in this example, we move the mouse cursor to another application, and click,
then we can start to do something on the new application. This is an example of what we call
changing window focus: changing which part of the screen is able to receive input from the
user. So, in this example, we say that we changed the Window Focus by moving and clicking
the mouse.

(3) On Windows system, there is another way that we can do this. Using the keyboard, I can
press and hold the “Alt” key and then press the “Tab” key. This will bring up a preview of all
the things I have open and let me choose which application I want to input text to. Again,
this is another example of changing the Window Focus, this time by pressing the keyboard.

A.2 Multi-Device Tracking
Now we are going to extend this concept of Window Focus from a single device to an entire
environment that has multiple devices, including this laptop, desktop, keyboard, mouse, and these
tablets on the desk. Using the cameras on the ceiling and the tapes on the devices, this system can
track the location of all these devices. The tapes on the chair and on this cap also let the system
determine where I am facing and where my head is pointed.

In this system, instead of only being able to give input to one device at a time, we can give input
and focus to multiple devices. For example, the device we are touching, the device we are looking
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at, and the device our body is turning towards. We are now going to explore how touching, looking
at, and turning towards different devices can change how we interact with computers.

A.3 Hand Focus
First, let’s start with hand focus, which is quite common. As in the previous examples, when we
use the mouse to click something, the mouse has our hand focus. Also, when you press the keys on
the keyboard, the keyboard has our hand focus.
(1) The question is, I have so many devices here in my room. What does it mean if this device

has my hand focus?
(2) In other words, when you pick up a device and touch it, what should the system do?

A.4 Gaze Focus
OK. That’s how we deal with our hand focus. Next, let’s talk about gaze focus. When we are looking
at one device, we say that this device has gaze focus.
(1) (Gaze Copy) Here is an example of using gaze focus to help you copy application window

between devices. Using gaze focus, we can copy the application to the target device, by
pressing the title bar, looking at the target device, and releasing the mouse. So we can easily
copy the application to the tablet, grab the device and read the document on the go.
• What shall I do if I want to copy something from the tablet to the monitor?
• Can you explain why does it happen?

(2) (Following Window) Now let’s see another example using gaze focus. I am typing on this
document, and now I decide to look at the reference document on another monitor. You can
see that, even though I am still typing on this document here, I can see the characters I just
typed on this monitor here.
• Why might the text appear on the other monitors?

(3) Now you can try to move your head around. When you switch your gaze from the device A
to device B, what does it mean for device A and B respectively?

(4) What other applications or scenarios do you think could also use gaze focus? Or you can just
provide some comments for these two features, what do you like/dislike and how you would
like to improve these techniques.

(5) As these little demos here have shown, by switching gaze or hand focus, we changed which
device, and application, receives input from us.

A.5 Body Focus
We can take this idea even further. Because the system can track the movement of the chair, and
thus your body, the system can also use this information to manipulate the device that has focus. If
a device is in front of your body, we say that it has body focus.
(1) (Summary View) Here is an example using body focus: I am working on an article, and here

are some support documents opened on the side. When I want to search something from
them, sometimes I get confused because, at a glance, they look similar. But now, these devices
show a summary of their content using a simplified view on the screen. I can now easily find
what I want. When I grabbed this tablet back to me, its screen shows detailed information
now.
• Why do you think these devices show different types of content?
• When will they change the form?

(2) (Gaze Search in local directory) Now let’s see another example using body focus. I have some
documents open on my desk, some are just in front of me with body focus, and others are far
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away, outside my body focus. If I want to search for something, I can use the local search
function, and see the result.
• Why might there be separate lists of devices on the search result page?

(3) Now you can sit in this chair and try to turn your body towards different devices. What do
you want to do when you move one device into your body focus? What do you want to do
when you move one device away from your body focus?

(4) What do you want to do when you sit on the office chair and rotate your body towards a
group of devices, or turn away from them?

(5) Do you have any new ideas of using body focus? Or could you provide some comments for
these examples I just showed to you?

A.6 Summary of User-Device Proxemics
Now we have shown three different ways to change which device is receiving input from us: using
our hand, using our gaze, and using our body.
(1) Within the context of this system, what’s does it mean when you are holding/touching

something, looking at something, or turning towards something? Can you try to give us a
rough description or definition?
• When would you hold/touch something?
• When would you look at something?
• When would you turn towards something?

(2) I have shown you each of these individually, however we can also use them in combination.
For example, in the local search function we just used: we make a selection by hand focus,
and look at the target monitor with gaze focus, it showed some options, and we confirm with
hand focus. In the result page, answers are sorted based on body focus.

(3) Another example is the following window application I showed you before: I am typing on
this keyboard, and I looked at this tablet for some information, and this floating window
displays here.
• Can you try to analyze this example using the terms we just explored?

(4) Are there any other combinations of these three types of focus that would be useful? You
can introduce your own types of focus, other than the hand/body/gaze stuff. Or you can talk
about general comments about these examples using hand, gaze, and body focus.

(Break) Do you have any other questions about these three types of focus we just discussed? You
can feel free to ask questions, and let’s have a short break.

A.7 Inter-Device Proxemics
Now we are going to move onto a slightly different idea. As we mentioned before, every device
in this system can be tracked and all the devices are connected to each other. So they can share
information across all the devices. Previously, with body, hand, and gaze focus we were exploring
how the user interacts with the devices, but now we are going to explore how the devices can
interact with each other and the different types of relationships they can have with each other.

A.8 Aiming State
First, you probably have experience using a TV remote. Basically, we aim the remote to the TV, and
we can control the TV with the buttons on the remote. Within this system, we can do the same
thing. We call this the aiming relationship.
(1) (Remote Controller) Now, suppose that we want to control the printer. Instead of standing

up and go to operate the printer, we can grab the tablet, and aim it to the target printer, then
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we can see some control buttons on it, and the current status of the printer. Basically, our
tablet has become a remote controller for the printer.

(2) (Universal Keyboard) Similarly, we can aim the keyboard towards other devices to control
them.
• Now, if I am working on this article, and I want to change something on this tablet, what
shall I do?

• I can rotate the keyboard towards it and the keyboard input is sent to the tablet. Can you
explain the reason why the keyboard output is sent to the tablet?

(3) In what other applications or scenarios might it be helpful to aim one device at another?
(4) What other devices could be used in this aiming relationship? What do you think of these

examples? Any ideas on how to improve them?

A.9 Broadcasting State
There are other relationships that we can create between devices as well. What happens if devices
are not aimed at each other? Just like these tablets randomly placed on the desk. We say that they
are broadcasting. Because every device is still tracked, they broadcast their information to other
devices to let them know what is happening.

(1) (Device Radar) A few minutes ago I demonstrated how the keyboard could be aimed at a
tablet. Before connecting the keyboard, we can see the black and white icons here, which
tells us that the tablet has found a keyboard nearby and is ready for connection. This feature
used the broadcasting relationship, that they know the existence of each other. Then we
decide to connect them, and they are now aiming, and the icon turns blue.

(2) (Digital Labels) Here is another example. I have multiple documents open and I am reading
them. I can filter them by clicking the labels, and then the other tablets with the same label
will blink. We can also create new labels and apply to other devices, similar to how we use
sticky notes.
• Can you try to explain why these digital labels can be shared between them?

(3) What other applications might be helpful using the broadcasting state? You can start by
thinking about what other information could be shared among broadcasting devices. What
do you think of these techniques? Any ideas on improvement?

A.10 Expanding State
A third type of relationship that devices may have is called an expanding one. If I place the devices
adjacently to each other, like this, they join together and form a connected surface.

(1) (Expanded Keyboard) Sometimes I have a document opened on my tablet, and I want to
modify it. Suppose that I don’t have a physical keyboard around and can only use the built-in
keyboard blocking part of the display, which is sometimes annoying. So, I grab another tablet,
place it adjacently with it, then it serves as a keyboard. Since the two devices are adjacent
to each other, they can connect to each other and the content can expand across them. The
typed characters will be displayed on the target monitor.

(2) (Adjustable Reader) Let’s see another scenario. Now I am reading a paper on this tablet. I
decide to view and compare two pages from the paper, so I grab another tablet, and put them
together. It shows continuous pages of the document, and I can view multiple pages of the
same document at the same time.
• Can you try to explain why the second tablet shows the continuous page of the document,
and why they can be scrolled together?
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(3) What other information and features will be helpful when placing two tablets in the expanding
state?

(4) What other devices could be placed together in the expanding state? What other applications
might be helpful using the expanding state? When do you want to place devices together?
What do you think of these techniques? Any ideas on improvement?

A.11 Piling State
We have one more relationship to introduce. Instead of being placed next to each other, devices can
also be placed on top of each other, in a pile. This is just like how we sometimes organize paper
documents on our desk.

(1) (Piling Hub) We often collect some data from multiple sources and put them in the same pile.
The devices in the pile share information with each other and generate an aggregate view.
By piling the devices on top of each other, I can create a figure on the top device, which will
help me analyze the dataset.

(2) (Piling Portal) Now let’s consider another situation, when we place multiple documents in a
pile.
• Can you try to guess what happens on the devices when I place them in a pile?
• It shows a detail view of documents on the top device, and I can navigate all documents on
this top most device. Can you try to explain why it shows the view of documents on the
top device?

(3) What other information will be helpful on the top device? What other devices could be placed
in a pile? What other applications might be helpful using the piling state? What do you think
of these techniques? Any ideas on improvement?

A.12 Summary of User- and Inter-device Dimensions
We have just explored four different types of relationships that devices can have with each other:
aiming, broadcasting, expanding, and piling. Do you have any questions about these four types of
relationships?
The last thing I want to show you is that these relationships can also be combined with body,

hand, and gaze focus that we explored in the first half of the study.

(1) (Enhanced Adjustable Reader) For example, we can have these multiple tablets connected on
the desk, which are in the expanding state. When I look at one of the tablets, these devices
will generate an integrated view with all notifications to the device I am looking at.
• So, can you try to explain why this will work, using the terms we just talked about?

(2) (Piling Hub) Let’s see another example. We have shown that we can create a figure for the
dataset within the pile. After that, we can touch the figure, then look at the target monitor.
Then the figure is copied to the destination.
• Why does this work?

(3) Other than these examples, what other applications or scenarios might you want to use these
aiming, expanding, piling states together with the hand/gaze/body focus? You can talk about
the challenges you might have using computers in your daily life and think about whether
these techniques might help. Or you can provide some comments on the advantage and
disadvantage of this system.

(4) Other relationships that might be involved in this system?

So, in conclusion, we have explored different ways that this system can change which device
you give input to: using not only the hand, but also the direction of your body and your gaze. We

Proc. ACM Hum.-Comput. Interact., Vol. 3, No. EICS, Article 2. Publication date: June 2019.



SMAC: A Simplified Model of Attention and Capture 2:47

also explored that devices can have different relationships with each other, piled on top, adjacent
to each other, pointed towards, or away and simply broadcasting.
Your feedback has been very valuable to our team and we appreciate your time. Do you have

any questions for me? Thank you so much.
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